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Abstract

We relax the Kajii and Morris (1997a) notion of equilibrium robustness by allowing approximate equilibria when information in a game becomes incomplete. The new notion is termed “approximate robustness”. The approximately robust equilibrium correspondence turns out to be upper hemicontinuous, unlike the (exactly) robust equilibrium correspondence. Another distinction comes to light when we show that, as a corollary of upper hemicontinuity, approximately robust equilibria exist in all zero-sum games. Thus, although approximate robustness is only a small variation of the original notion, it is strictly weaker than the latter, and its adoption enriches the domain of games for which robust equilibria exist.
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1 Introduction

Kajii and Morris (1997a) – henceforth KM – proposed a refinement of Nash equilibrium, based on the idea that an equilibrium should not change much if the information in a game becomes incomplete to a certain degree. More precisely, given a complete information game \(g\), a game with incomplete information is considered to be “close” to \(g\) if the sets of players and actions are the same as in \(g\), and, with high probability, each player knows that his payoffs are given by \(g\) (though there need not be common or approximate
common knowledge of payoffs). A Nash equilibrium of $g$ is said to be robust to incomplete information if every incomplete information game sufficiently close to $g$ possesses a Bayesian-Nash equilibrium such that both equilibria induce similar distributions over actions.

KM motivated their concept of robustness by pointing out that an analyst who wishes to model some strategic environment as a complete information game (that describes the environment correctly with high probability) is unlikely to be aware of the fine details of the true information structure, which the players know and take into account in their strategic decisions. “If it is guaranteed that the analyst’s prediction based on the complete information game is not qualitatively different from some equilibrium of the real incomplete information game being played, then the analyst will be justified in ignoring subtle informational complications.” (KM, p. 1283)

We echo this motivation, and shall keep the above notion of “closeness” to $g$. We shall however relax the assumption that equilibrium behavior in close incomplete information games is exact, by allowing approximate Bayesian Nash equilibria. Given $\varepsilon \geq 0$, we say that a Nash equilibrium of $g$ is $\varepsilon$-robust to incomplete information if every incomplete information game sufficiently close to $g$ possesses a Bayesian-Nash (interim) $\varepsilon$-equilibrium such that both equilibria induce similar action distributions.

The concept of robustness of KM is obviously identical to our notion when we take $\varepsilon = 0$, i.e., our 0-robustness is just the KM-robustness. For $\varepsilon > 0$, the notion of $\varepsilon$-robustness is less demanding. However, $\varepsilon$-robustness may also imply implausible behavior in nearby incomplete information games, where players may consistently $\varepsilon$-deviate from their best responses, no matter how close the incomplete information games are to $g$. This is what the following definition is set to rule out. We say that a Nash equilibrium is approximately robust to incomplete information if it is $\varepsilon$-robust for any $\varepsilon > 0$.

Our notion of approximate robustness constitutes a mild and natural extension of KM-robustness. Unlike KM, we do allow players to make small mistakes – slight deviations from their best responses – in incomplete information games that are close to $g$, in approximating the behavior in a Nash equilibrium of $g$. But, to keep the spirit of exactness set forth in KM, the definition of approximate robustness requires that these mistakes become vanishingly small as the incomplete information games "converge" to $g$. Thus, the analyst in the KM story will still do well by choosing an approximately robust equilibrium (henceforth, ARE) in the complete information game $g$, as this prediction is quite justifiable – in the real incomplete information game close to $g$ players do not need to depart from rationality beyond some practically negligible bound, if at all, to arrive at the predicted action distribution.
Part of the conceptual appeal of approximate robustness lies in the fact that the set of ARE is well behaved. The main result of this paper, Theorem 2, shows that the correspondence which maps each complete information game to the (possibly empty) set of its ARE is upper hemicontinuous. Since the robustness embodies the continuity with respect to information, it goes without saying that the additional, implied, aspect of continuity, with respect to the base complete information game, provides an important support for the notion of approximate robustness. In contrast, the KM-robust equilibrium correspondence is not upper hemicontinuous, as we will show in Section 5.

The upper hemicontinuity of the ARE correspondence has an immediate application. It implies that, if the set of ARE is non-empty for a class of games, then the set is non-empty for the closure of that class. We use this fact to show, in Corollary 3, that every zero-sum game possesses an ARE. The claim does not hold for KM-robust equilibria (henceforth, KM-RE) – a zero-sum game may not have a KM-RE (as we will show in Section 5) unless there is a unique saddle point (which is then a KM-RE by Proposition 3.2 in KM).

Since there are games that possess an ARE but not a KM-RE, a fortiori approximate robustness is strictly weaker than KM-robustness, despite an a priori similarity of the two notions. This weakness stresses another useful aspect of approximate robustness – adopting it as an alternative to the KM notion has the effect of strictly extending the domain of games in which a robust equilibrium exists.\(^1\)

Our paper is organized as follows. The basic notations pertaining to games of complete and incomplete information are presented in Section 2. Section 3 introduces our notions of \(\epsilon\)-robustness and approximate robustness. Section 4 contains our main result on upper hemicontinuity of the ARE correspondence (Theorem 2), supplemented by Corollary 3 that establishes existence ARE in all zero-sum games. Finally, Section 5 considers an example of a \(4 \times 4\) zero-sum game, which shows simultaneously that the existence of an ARE does not guarantee the existence of a KM-RE, and that the KM-RE correspondence is not upper hemicontinuous.

\(^1\)Such an extension is a much needed step, as there are open sets of games without KM-RE (see, e.g., KM, Oyama and Takahashi (2011)), and there are only limited KM-RE existence results (see, e.g., KM, Ui (2001), Morris and Ui (2005)).
2 Preliminaries

2.1 Complete Information Games

We follow the notation of KM as close as possible for ease of comparison. Throughout the analysis we fix a finite set of players \( \mathcal{I} = \{1, 2, ..., I\} \) and a finite set \( A_i \) of actions for each player \( i \in \mathcal{I} \). Denote by \( A := \times_{i \in \mathcal{I}} A_i \) the set of players’ action profiles. We shall denote \( \times_{j \neq i} A_j \) by \( A_{-i} \) and a generic element of \( A_{-i} \) by \( a_{-i} \). Similar conventions will be used whenever they are clear from the context. A complete information game is given by an \( I \)-tuple \( g = (g_i)_{i \in \mathcal{I}} \), where \( g_i : A \rightarrow \mathbb{R} \) is the payoff function of player \( i \) for each \( i \in \mathcal{I} \).

For a given finite set \( B \), denote by \( \Delta(B) \) the simplex of probability vectors on \( B \), i.e.,

\[
\Delta(B) \equiv \left\{ (s(b))_{b \in B} \in \mathbb{R}^B_+ \mid \sum_{b \in B} s(b) = 1 \right\}.
\]

An element of \( \Delta(A_i) \) is referred to as a mixed action for player \( i \) and that of \( \Delta(A) \) as an action distribution. The distance between two action distributions is measured by the sup norm: thus, for any \( \mu, \mu' \in \Delta(A) \) we write

\[
||\mu - \mu'|| \equiv \max_{a \in A} |\mu(a) - \mu'(a)|.
\]  

(1)

An action distribution, \( \mu \in \Delta(A) \), is a correlated equilibrium of a game \( g \) if, for all \( i \in \mathcal{I} \) and \( a_i, a'_i \in A_i \),

\[
\sum_{a_{-i} \in A_{-i}} g_i(a_i, a_{-i}) \mu(a_i, a_{-i}) \geq \sum_{a_{-i} \in A_{-i}} g_i(a'_i, a_{-i}) \mu(a'_i, a_{-i}).
\]

An action distribution \( \mu \) is a Nash equilibrium of \( g \) if it is a correlated equilibrium, and is a product distribution induced by a mixed action profile, i.e., for all \( a \in A \),

\[
\mu(a) = \times_{i \in \mathcal{I}} \mu_i(a_i),
\]  

(2)

where \( \mu_i \in \Delta(A_i) \) is the marginal distribution of \( \mu \) on \( A_i \). Whenever convenient, a Nash equilibrium \( \mu \) will be represented by the mixed action profile \((\mu_1, ..., \mu_I)\). Denote by \( NE(g) \) the set of Nash equilibria of \( g \).

2.2 Incomplete Information Games

In line with KM, we now extend the definition of a game to allow uncertainty and incomplete information.
The underlying uncertainty in an *incomplete information game* is described by a probability space \((\Omega, P)\), where \(\Omega\) is a countable\(^2\) set of states of nature, and \(P\) is a countably additive probability measure on \(\Omega\) which is the *common prior belief* of the players about the actual state of nature. The *information* of player \(i\) is given by a (possibly infinite) partition \(Q_i\) of \(\Omega\). The payoffs to player \(i\) are determined by a state dependent payoff function, \(u_i : A \times \Omega \to \mathbb{R}\). The incomplete information game with the above attributes will be denoted by \(\mathcal{U} = \{\Omega, P, \{Q_i\}_{i \in I}, \{u_i\}_{i \in I}\}\).

Given \(\omega \in \Omega\), denote by \(Q_i(\omega)\) the unique element of \(Q_i\) that contains \(\omega\); if \(\omega\) is the actual state of nature, player \(i\) only knows that the realized state belongs to \(Q_i(\omega)\). We will henceforth assume\(^3\) that every information set of every player is possible, i.e., that \(P(Q_i(\omega)) > 0\) for all \(i \in I\) and \(\omega \in \Omega\). Under this assumption the conditional probability of state \(\omega\) given information set \(Q_i(\omega)\), written \(P(\omega|Q_i(\omega))\), is well-defined by the rule
\[
P(\omega|Q_i(\omega)) = \frac{P(\omega)}{P(Q_i(\omega))}.
\]

A *(behavioral) strategy* of player \(i\) is a \(Q_i\)-measurable function \(\sigma_i : \Omega \to \Delta(A_i)\); \(\sigma_i(a_i|\omega)\) will denote the probability that player \(i\) chooses action \(a_i\) given \(\omega\). A *strategy profile* is a function \(\sigma = (\sigma_i)_{i \in I}\) where \(\sigma_i\) is a strategy of player \(i\). We denote by \(\sigma(a|\omega)\) the probability that action profile \(a = (\ldots, a_i, \ldots)\) is chosen given \(\omega\) under \(\sigma\); i.e., \(\sigma(a|\omega) = \prod_{i \in I} \sigma_i(a_i|\omega)\). Write \(\mathcal{X}_i\) for the set of strategies for player \(i\), and \(\mathcal{X}\) for the set of all the strategy profiles. Also denote by \(\mathcal{X}_{-i}\) the set of strategy profiles of players other than player \(i\), and write \(\sigma_{-i}\) for \((\sigma_j)_{j \neq i}\).

Abusing notation, we extend the domain of each \(u_i\) to mixed strategies and thus write \(u_i(\sigma(\omega), \omega)\) for \(\sum_{a \in A} u_i(a, \omega) \sigma(a|\omega)\). When \(\omega \in \Omega\) occurs, the *interim payoff* of strategy profile \(\sigma\) to player \(i\) is given by the conditional expectation
\[
U_i(\sigma|\omega) \equiv \sum_{\omega \in Q_i(\omega)} \sum_{a \in A} u_i(a, \omega) \sigma(a|\omega) P(\omega|Q_i(\omega)), \tag{3}
\]
and the *ex ante (expected) payoff* is then \(\sum_{\omega \in \Omega} U_i(\sigma|\omega) P(\omega)\), which can also be written as \(\sum_{\omega \in \Omega} u_i(\sigma(\omega), \omega) P(\omega)\).

Thus far our setup has been identical to that of KM. We now extend the scope of KM by considering approximate, and not just exact, equilibria in incomplete information games. For \(\varepsilon \geq 0\) a strategy profile \(\hat{\sigma} \in \mathcal{X}\) is an

\(^2\)The countability assumption is made to avoid measure theoretic complications, just as in KM.

\(^3\)This simplifying assumption is also made in KM.
(interim) Bayesian $\varepsilon$-Nash equilibrium of $\mathcal{U}$ (henceforth, $\varepsilon$-BE for short) if, for every player $i$, for all $\sigma_i \in \mathcal{X}_i$ and for all $\omega \in \Omega$,

$$U_i(\bar{\sigma}|\omega) \geq U_i(\sigma_i, \bar{\sigma}_{-i}|\omega) - \varepsilon$$  \hspace{1cm} (4)

Denote by $BE_\varepsilon(\mathcal{U})$ the set of all $\varepsilon$-BE of $\mathcal{U}$.

Notice that the slack $\varepsilon$ is chosen uniformly across the states of nature, and so the notion of $\varepsilon$-BE is much stronger than what one might regard as an “ex ante” $\varepsilon$-equilibrium. By the principle of dynamic optimization, a $0$-BE is just the standard Bayesian Nash equilibrium of $\mathcal{U}$ (BE for short).

An action distribution, $\hat{\mu} \in \Delta(A)$, is an $\varepsilon$-BE equilibrium action distribution of $\mathcal{U}$ if there exists a $\hat{\sigma} \in BE_\varepsilon(\mathcal{U})$ which induces $\hat{\mu}$; that is, $\hat{\mu}(a) = \sum_{\omega \in \Omega} \hat{\sigma}(a|\omega) P(\omega)$ for every $a \in A$.

3 Approximate Robustness

Following KM, an incomplete information game $\mathcal{U}$ is deemed close to a complete information game $g$ if the payoff structure under $\mathcal{U}$ is equal to $g$ with high probability. Formally, for a given incomplete information game $\mathcal{U}$ we define for every $i \in \mathcal{I}$:

$$\Omega_i(\mathcal{U}, g) \equiv \{ \omega : u_i(a, \omega') = g_i(a) \text{ for all } a \in A, \omega' \in Q_i(\omega) \},$$ \hspace{1cm} (5)

and set $\Omega(\mathcal{U}, g) \equiv \cap_i \Omega_i(\mathcal{U}, g)$. An incomplete information game $\mathcal{U}$ is said to be a $\delta$-elaboration of a complete information game $g$ if $P(\Omega(\mathcal{U}, g)) = 1 - \delta$.

The following definition extends the KM notion of informational robustness in that it does not require the BE in elaborations to be exact:

**Definition 1** Given a complete information game $g$ and $\varepsilon \geq 0$, an action distribution $\mu$ is $\varepsilon$-robust to incomplete information in $g$ ($\varepsilon$-RE for short), if for any $\tau > 0$, there exists $\delta > 0$ with the following property: any $\delta$-elaboration $\mathcal{U}$ of $g$ with $0 \leq \delta \leq \bar{\delta}$ possesses an $\varepsilon$-BE action distribution $\nu$ such that with $\|\mu - \nu\| \leq \tau$. An action distribution $\mu$ is approximately robust to incomplete information if it is $\varepsilon$-robust for any $\varepsilon > 0$.

Notice that if $\mu$ is $\varepsilon$-robust to incomplete information, it must be an $\varepsilon$-Nash equilibrium of $g$ (as follows from Definition 1 by considering the

---

4One could define a weaker concept by restricting elaborations to canonical elaborations, as in Kajii and Morris (1997b) and Ui (2001). It will become clear that all the results and comments we report in this paper remain valid for the weaker notion. It is however an open question whether this is a strictly weaker notion.

5For $\varepsilon \geq 0$, a product distribution $\mu \in \Delta(A)$ is an $\varepsilon$-Nash equilibrium of $g$ if for each $i \in \mathcal{I}$, $\mu_i$ is an $\varepsilon$-best response of $i$ to $\mu_{-i}$.
degenerate 0-elaboration of \( g \) with \( |\Omega| = 1 \). Thus an approximately robust action distribution is necessarily a Nash equilibrium of \( g \), and we will refer to it as an \textit{approximately robust equilibrium} (ARE for short) from now on. The set of ARE in the game \( g \) is denoted by \( ARE (g) \).

As was said, our notions of \( \varepsilon \)- and approximate robustness extend the definition of robustness introduced in KM, that considers only exact (0-)BE equilibria in elaborations. Thus the Nash equilibria which are KM-robust are precisely the 0-robust action distributions. It follows from the definition that any KM-robust action distribution is approximately robust, and thus the set of KM-robust equilibria (KM-RE for short) is a subset of \( ARE (g) \).

Given the conceptual closeness of requirements that the notions of KM-robustness and approximate robustness impose on equilibria, one might conjecture that the sets of KM-RE and ARE coincide. It turns out, however, that approximate robustness is a strictly weaker notion. It will be shown in Section 5, where we construct a game \( g \) in which there is no KM-RE, but \( ARE (g) \neq \phi \).

4 Results

4.1 Upper Hemicontinuity of the ARE Correspondence

We shall show that the approximate robustness exhibits a desirable continuity property: the correspondence which maps each complete information game into the set of approximate robust equilibria is upper hemicontinuous. Interestingly enough, the analogous correspondence which maps a game into the set of its KM-robust equilibria is not upper hemicontinuous, as we elaborate in Section 5.

Formally, endow the set of all complete information games \( \Gamma \) with the metric \( d_\Gamma \), given by

\[
d_\Gamma (g, g') \equiv \max_{i \in N} \max_{a \in A} |g_i (a) - g'_i (a)|
\]

for every \( g, g' \in \Gamma \). Note that the Nash equilibrium correspondence, \( g \mapsto NE (g) \) is upper-hemicontinuous with this metric. The next result shows that its sub-correspondence, the ARE correspondence \( g \mapsto ARE (g) \), is also upper hemicontinuous on \( \Gamma \):

**Theorem 2** Let \( \{ g^k \}_{k=1}^\infty \subset \Gamma \) and assume that, for each \( k \), there exists \( \mu^k \in ARE (g^k) \). If the limits \( g \equiv \lim_{k \to \infty} g^k \) and \( \mu \equiv \lim_{k \to \infty} \mu^k \) exist, then \( \mu \in ARE (g) \).
Proof. According to Definition 1, we must establish \( \varepsilon \)-robustness of \( \mu \) for an arbitrarily chosen \( \varepsilon > 0 \). To this end, fix any \( \tau > 0 \). Since the games and the action distributions are convergent, there exists \( k \geq 1 \) such that the complete information game \( g^k \) and its ARE \( \overline{\mu}^k \) satisfy

\[
\| \overline{\mu} - \mu \| < \frac{\tau}{2}; \quad d_T (\overline{g}, g) < \frac{\varepsilon}{4}.
\] (6)

For any \( 0 \leq \delta \) and any \( \delta \)-elaboration \( \mathcal{U} = \{ \Omega, P, \{Q_i\}_{i \in I}, \{u_i\}_{i \in I} \} \) of \( g \), denote by \( \tilde{\mathcal{U}} = \{ \Omega, P, \{\tilde{Q}_i\}_{i \in I}, \{\tilde{u}_i\}_{i \in I} \} \) the incomplete information game where, for every \( a \in A_i, \omega \in \Omega_i \) and \( i \in I \),

\[
\tilde{u}_i (\omega, a) \equiv \begin{cases} \tilde{Q}_i (a), & \text{if } \omega \in \Omega_i (\mathcal{U}, g); \\ u_i (\omega, a), & \text{otherwise}. \end{cases}
\] (7)

That is, \( \tilde{\mathcal{U}} \) is obtained by replacing \( g_i \) with \( \tilde{g}_i \) whenever player \( i \) knows (in \( \mathcal{U} \)) that his payoff is given by \( g_i \). Clearly, \( \tilde{\mathcal{U}} \) is a \( \delta \)-elaboration of the game \( \overline{g} \), and we shall call it a \( \delta \)-elaboration of \( \overline{g} \) induced by \( \mathcal{U} \) for later reference.

Note that the second inequality in (6) implies via (7) and (3) that for any strategy profile \( \sigma \),

\[
| U_i (\sigma | \omega) - \tilde{U}_i (\sigma | \omega) | < \frac{\varepsilon}{4}
\] (8)

for every \( i \in I \), at every \( \omega \in \Omega \), where \( U_i \) and \( \tilde{U}_i \) are the interim payoffs of \( i \) in \( \mathcal{U} \) and \( \tilde{\mathcal{U}} \), respectively, defined as in (3). Combining (8) with (4) in the definition of \( \varepsilon \)-BE, it is readily confirmed that every \( \frac{\varepsilon}{2} \)-BE strategy profile \( \hat{\sigma} \) of \( \tilde{\mathcal{U}} \) is also an \( \varepsilon \)-BE of \( \mathcal{U} \); that is,

\[
BE_{\frac{\varepsilon}{2}} (\tilde{\mathcal{U}}) \subset BE_{\varepsilon} (\mathcal{U}).
\] (9)

Recall that \( \overline{\mu} \) is approximately robust in \( \overline{g} \) by assumption, and in particular it is \( \frac{\varepsilon}{2} \)-robust in \( \overline{g} \). So there exists \( 0 < \tilde{\delta} \) such that for any \( 0 \leq \delta \leq \tilde{\delta} \), any induced \( \delta \)-elaboration \( \tilde{\mathcal{U}} \) of \( \overline{g} \) possesses some \( \hat{\sigma}_{\tilde{\mathcal{U}}} \in BE_{\frac{\varepsilon}{2}} (\tilde{\mathcal{U}}) \) which induces an action distribution \( \hat{\mu}_{\tilde{\mathcal{U}}} \) such that

\[
\| \hat{\mu}_{\tilde{\mathcal{U}}} - \overline{\mu} \| \leq \frac{\tau}{2}.
\] (10)

Now, for any \( \delta \)-elaboration \( \mathcal{U} \) of \( g \) with \( 0 \leq \delta \leq \tilde{\delta} \), consider the induced elaboration \( \tilde{\mathcal{U}} \), and \( \hat{\sigma}_{\mathcal{U}} \in BE_{\frac{\varepsilon}{2}} (\mathcal{U}) \), \( \hat{\mu}_{\mathcal{U}} \in \Delta (A) \) as above. By (9) we have \( \hat{\sigma}_{\mathcal{U}} \in BE_{\varepsilon} (\mathcal{U}) \), and by the first inequality in (6), and (10), also

\[
\| \hat{\mu}_{\mathcal{U}} - \mu \| \leq \tau.
\] (11)

Since \( \tilde{\delta} \) as above can be found for any \( \tau > 0 \), we conclude that \( \mu \) is \( \varepsilon \)-robust in the game \( g \). And, since \( \varepsilon > 0 \) was chosen arbitrarily, \( \mu \) is in fact approximately robust, as we claimed. \( \blacksquare \)
4.2 Existence of ARE in Zero-Sum Games

An immediate consequence of the upper hemicontinuity property established in Theorem 2 is that if the set of ARE is non-empty for a class of games, then the set is non-empty for the closure of the class. Here we apply this observation to show the existence of ARE in all zero-sum (two-player) games, i.e., games \( g \) with \( I = 2 \) and \( g_2 = -g_1 \):

**Corollary 3** If \( g \) is a zero-sum two-player game, then \( \text{ARE}(g) \neq \emptyset \).

**Proof.** By Bohnenblust et al (1950), a complete information zero-sum game has a unique pair of optimal mixed actions (and thus a unique Nash equilibrium) for a generic\(^6\) payoff matrix of player 1. By Proposition 3.2 in KM and the discussion following it, this unique Nash equilibrium is a KM-RE.

Thus, given a zero-sum game \( g \), there exists a sequence \( \{g_k\}_{k=1}^{\infty} \) of zero-sum games such that \( \lim_{k \to \infty} g_k = g \), and, for each \( k \geq 1 \), the game \( g_k \) has a KM-RE (which is in particular an ARE). A limit point of those ARE must belong to \( \text{ARE}(g) \) by Theorem 2, and thus we have \( \text{ARE}(g) \neq \emptyset \). ■

5 Approximate Robustness is weaker than KM-robustness

We now present an example of a zero-sum two player game \( g \) that does not possess a KM-RE. Together with Corollary 3, this fact demonstrates that the notion of approximate robustness is strictly weaker than the notion of KM-robustness. Moreover, as at least some Nash equilibria in \( g \) are limit points of KM-RE in nearby games (by the proof of Corollary 2), the non-existence of KM-RE also implies that the KM-RE correspondence is not upper hemicontinuous. This stands in contrast to the upper hemicontinuity of the ARE correspondence \( g \mapsto \text{ARE}(g) \) that was established in Theorem 2.

Consider a zero-sum two player game \( g \), in which both players have four actions, and the payoffs of player 1 are given by the following matrix (where an action of player 1 (resp., 2) is represented by a choice of row (resp.,

---

\(^6\)I.e., the claim holds for all payoff matrices in some dense and open (w.r.t. the Euclidean topology) subset of the space of all real-valued \(|A^1| \times |A^2|\) matrices.
Note that, if players’ choices are confined to either the first two rows/columns, or the last two rows/columns, then they play the matching pennies game. Any strategy which selects the first two rows/columns with equal probability, and the last two rows/columns with equal probability is a mixed equilibrium strategy.

We shall verify below that this game has no KM-RE. We do so by constructing two elaboration sequences, both of which approach the game \( g \), such that each elaboration has a unique BE (we will establish this by employing the standard contagion argument). But it will then become clear that the (uniquely determined) action distributions induced by the BE converge to different limits in the two sequences, which implies that no action distribution can be a KM-RE.

For the first sequence, fix \( 0 < \delta < 1 \). In what follows we describe a 2\( \delta \)-elaboration \( U_\delta = \{ \Omega, P, \{ Q_i \}_{i \in I}, \{ u_i \}_{i \in I} \} \) of game \( g \). Let

\[
\Omega = \{(k, k) \mid k \in \mathbb{Z}_+ \} \cup \{(k + 1, k) \mid k \in \mathbb{Z}_+ \},
\]

and assume that each player \( i \) can discern only the \( i^{th} \) coordinate in each state \((t_1, t_2) \in \Omega\), i.e., that

\[
Q_1 ((t_1, t_2)) = \{t_1\} \times \{\max(t_1 - 1, 0), t_1\}
\]

and

\[
Q_2 ((t_1, t_2)) = \{t_2, t_2 + 1\} \times \{t_2\}.
\]

Furthermore, let

\[
P (\{(k, k)\}) = \delta (1 - \delta)^{2k} \quad \text{and} \quad P (\{(k + 1, k)\}) = \delta (1 - \delta)^{2k+1}
\]

for all \( k \geq 0 \). The following table illustrates the information structure and the prior.

<table>
<thead>
<tr>
<th>( c^1 )</th>
<th>( c^2 )</th>
<th>( c^3 )</th>
<th>( c^4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r^1 )</td>
<td>1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>( r^2 )</td>
<td>-1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( r^3 )</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( r^4 )</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
</tbody>
</table>
\[ t_2 = 0 \quad t_2 = 1 \quad t_2 = 2 \quad \ldots \quad t_2 = k - 1 \quad t_2 = k \quad \ldots \]

\[ t_1 = 0 \quad \delta \quad t_1 = 1 \quad \delta (1 - \delta) \quad \delta (1 - \delta)^2 \quad \ldots \quad \delta (1 - \delta)^{2k-1} \quad \delta (1 - \delta)^{2k} \quad \delta (1 - \delta)^{2k+1} \quad \ldots \]

The state-dependent payoff functions \((u_i)_{i=1,2}\) are determined by the following rule: (i) if \(t_1 > 0\), then the pure action payoffs are given by the game \(g\) in (12); (ii) if \(t_1 = 0\), then the pure action payoffs are given by the zero-sum game \(~g\) represented by the following payoff matrix:

\[
\begin{array}{cccc}
  c^1 & c^2 & c^3 & c^4 \\
 r^1 & 0 & 9 & 9 & 9 \\
r^2 & 1 & 9 & 9 & 9 \\
r^3 & 0 & 9 & 9 & 9 \\
r^4 & 0 & 9 & 9 & 9 \\
\end{array}
\]  

(13)

Claim 4 For every \(0 < \delta < 1\), elaboration \(U_\delta\) has a unique \(BE\) \((\hat{\sigma}_1, \hat{\sigma}_2)\), where

\[
\hat{\sigma}_1 (r^2| (k, \max(k-1, 0))) = \hat{\sigma}_1 (r^2| (k, k)) = \hat{\sigma}_2 (c^1| (k, k)) = \hat{\sigma}_2 (c^1| (k+1, k)) = 1
\]  

if \(k \geq 0\) is even, and

\[
\hat{\sigma}_1 (r^1| (k, k-1)) = \hat{\sigma}_1 (r^1| (k, k)) = \hat{\sigma}_2 (c^2| (k, k)) = \hat{\sigma}_2 (c^2| (k+1, k)) = 1
\]  

if \(k \geq 0\) is odd.

Proof. Consider a \(BE\) \((\hat{\sigma}_1, \hat{\sigma}_2)\) of \(U_\delta\). Note that \(c^1\) is a dominant action for player 2 conditional on \(t_2 = 0\), since the conditional probability of game \(\tilde{g}\) in (13) being played is \(\frac{\delta}{\delta + \delta(1-\delta)} = \frac{1}{2-\delta} > \frac{1}{2}\). Thus

\[
\hat{\sigma}_2 (c^1| (0, 0)) = \hat{\sigma}_2 (c^1| (1, 0)) = 1.
\]  

(16)

It follows that, at \(t_1 = 0\), player 1 knows that player 2 plays \(c^1\), and consequently his unique best response is the pure action \(r^2\), since he also knows that the game is given by \(\tilde{g}\). Hence we have

\[
\hat{\sigma}_1 (r^2| (0, 0)) = 1.
\]  

(17)
The relations (16) and (17) thus establish (14) for $k = 0$.

Next, conditional on $t_1 = 1$, player 1 knows that the game is given by $g$. He believes that $t_2 = 0$ with probability $\frac{\delta(1-\delta)^2}{\delta(1-\delta) + \delta(1-\delta)^2} = \frac{1}{2-\delta}$ and that $t_2 = 1$ with the complementary probability $\frac{1}{2-\delta}$. Taking into account that $c^1$ is played by player 2 at $t_2 = 0$ (as shown in (16)), the conditional expected payoff of player 1 at $t_1 = 1$ is given by the following matrix, where the rows correspond to the possible actions of 1 given $t_1 = 1$; and the columns correspond to the possible actions of 2 given $t_2 = 1$:

$$
\begin{array}{cccc}
  c^1 & c^2 & c^3 & c^4 \\
  r^1 & 1 & \frac{\delta}{2-\delta} & \frac{1}{2-\delta} & \frac{1}{2-\delta} \\
  r^2 & -1 & -\frac{\delta}{2-\delta} & -\frac{1}{2-\delta} & -\frac{1}{2-\delta} \\
  r^3 & 0 & 0 & \frac{1}{2-\delta} & -\frac{1}{2-\delta} \\
  r^4 & 0 & 0 & -\frac{1}{2-\delta} & \frac{1}{2-\delta} \\
\end{array}
$$

So no matter what player 2 plays at $t_2 = 1$, action $r^1$ is strictly dominant for player 1 given $t_1 = 1$, and hence it must be played in any BE. We have thus shown that

$$
\hat{\sigma}_1 \left( r^1 \mid (1,0) \right) = \hat{\sigma}_1 \left( r^1 \mid (1,1) \right) = 1. 
$$

Similarly at $t_2 = 1$, using the fact that player 1's BE action at $t_1 = 1$ is $r^1$ as shown in (19), and that player 2 attributes to $t_1 = 1$ probability $\frac{\delta(1-\delta)^2}{\delta(1-\delta)^2 + \delta(1-\delta)^n} = \frac{1}{2-\delta}$, it can be shown that

$$
\hat{\sigma}_2 \left( c^1 \mid (1,1) \right) = \hat{\sigma}_2 \left( c^1 \mid (2,1) \right) = 1. 
$$

The relations (19) and (20) therefore establish (15) for $k = 1$.

The argument can be done iteratively to obtain (14) and (15) for all $k > 1$.

Next, consider another $2\delta$-elaboration $U'_\epsilon = \{ \Omega, P, \{Q_i\}_{i \in \mathcal{I}}, \{u'_i\}_{i \in \mathcal{I}} \}$, which is identical to $U_\epsilon$ except for the payoff functions $\{u'_i\}_{i \in \{1,2\}}$ given as follows: (i) if $t_1 > 0$, pure action payoffs are given by the game $g$ in (12); (ii) if $t_1 = 0$, pure action payoffs are given by the zero-sum game $g'$ represented by the following payoff matrix:

$$
\begin{array}{cccc}
  c^1 & c^2 & c^3 & c_4 \\
  r^1 & 9 & 9 & 9 & 0 \\
  r^2 & 9 & 9 & 9 & 0 \\
  r^3 & 9 & 9 & 9 & 1 \\
  r^4 & 9 & 9 & 9 & 0 \\
\end{array}
$$

Then the following result can be established using arguments symmetric to those in the proof of Claim 4.
**Claim 5** For every $0 < \delta < 1$, elaboration $U\delta'$ has a unique BE $(\tilde{\sigma}_1, \tilde{\sigma}_2)$, where

$$\tilde{\sigma}_1 (r^3 | (k, \max(k-1)), 0)) = \tilde{\sigma}_1 (r^3 | (k, k)) = \tilde{\sigma}_2 (c^4 | (k, k)) = \tilde{\sigma}_2 (c^4 | (k+1, k)) = 1$$

if $k \geq 0$ is even, and

$$\tilde{\sigma}_1 (r^4 | (k, k-1)) = \tilde{\sigma}_1 (r^4 | (k, k)) = \tilde{\sigma}_2 (c^3 | (k, k)) = \tilde{\sigma}_2 (c^3 | (k+1, k)) = 1$$

if $k \geq 0$ is odd.

It follows from the description of BE in Claim 4 that, when $\delta \to 0$, the (uniquely determined) BE action distribution in $U\delta$ converges to $\mu \in \Delta(A)$, which is the uniform distribution on the set $\{r^1, r^2\} \times \{c^1, c^2\} \subset A$. Similarly, from Claim 5, the BE action distribution in $U\delta'$ converges to $\mu' \in \Delta(A)$, which is the uniform distribution on the set $\{r^3, r^4\} \times \{c^3, c^4\} \subset A$. The limits are therefore distinct (in fact, supported on disjoint subsets of $A$), as we have asserted, confirming that there is no KM-RE in the game $g$.

To complete the discussion, we demonstrate that the game $g$ does possess ARE, as guaranteed by Corollary 3. In fact, the game has multiple ARE; for instance, the following three equilibria of $g$ are ARE:

$$(\mu_1^*, \mu_2^*) = \left( \left( \frac{1}{2}, \frac{1}{2}, 0, 0 \right), \left( \frac{1}{2}, \frac{1}{2}, 0, 0 \right) \right),$$

$$(\mu_1^{**}, \mu_2^{**}) = \left( \left( 0, 0, \frac{1}{2}, \frac{1}{2} \right), \left( 0, 0, \frac{1}{2}, \frac{1}{2} \right) \right),$$

$$(\mu_1^{***}, \mu_2^{***}) = \left( \left( \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4} \right), \left( \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4} \right) \right).$$

To see that $(\mu_1^*, \mu_2^*)$ is an ARE, notice that, for every $\varepsilon > 0$, it is the unique Nash equilibrium in the zero-sum game $g^* (\varepsilon)$ where the payoffs of player 1 are given by the matrix

\[
\begin{pmatrix}
c_1 & c_2 & c_3 & c_4 \\
r^1 & 1 & -1 & \varepsilon & \varepsilon \\
r^2 & -1 & 1 & \varepsilon & \varepsilon \\
r^3 & -\varepsilon & -\varepsilon & 1 & -1 \\
r^4 & -\varepsilon & -\varepsilon & -1 & 1 \\
\end{pmatrix}
\]

Thus $(\mu_1^*, \mu_2^*)$ is in fact a KM-RE of $g^* (\varepsilon)$ by Proposition 3.2 in KM, and so it is an ARE a fortiori. Since $\lim_{\delta \to 0} g^* (\varepsilon) = g$, Theorem 2 implies that $(\mu_1^*, \mu_2^*)$ is an ARE of $g$. By a symmetric argument, it can be readily seen...
that \((\mu_1^{**}, \mu_2^{**})\) is another ARE of \(g\). Finally, to show that \((\mu_1^{***}, \mu_2^{***})\) is an ARE, it suffices to point out that it is the unique Nash equilibrium of the zero-sum game \(g^{***}(\varepsilon)\) with the payoff matrix of player 1 given by

\[
\begin{array}{c|cccc}
 & c^1 & c^2 & c^3 & c_4 \\
\hline
r^1 & 1 + \varepsilon & -1 & 0 & 0 \\
r^2 & -1 & 1 + \varepsilon & 0 & 0 \\
r^3 & 0 & 0 & 1 + \varepsilon & -1 \\
r^4 & 0 & 0 & -1 & 1 + \varepsilon \\
\end{array}
\]
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