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Abstract 

We investigate the determinants of firm survival in 17 emerging European markets during the dual 
crises of the COVID-19 pandemic and the Russo-Ukrainian war. Using a large dataset of over 59,000 
firms and employing a Cox proportional hazards model, the study evaluates how firm-specific 
characteristics, regional socio-economic conditions, and institutional quality shaped survival outcomes 
between 2020 and 2023. The analysis reveals that firm exit was more prevalent in EU member states, 
likely due to stricter crisis-related restrictions. Socio-economic variables such as population density, 
tourism dependence, and health expenditures played a critical role, while institutional quality, contrary 
to expectations, was associated with higher exit rates during crises. The banking sector played a role 
in influencing firm resilience through credit provision and financial support mechanisms. The Russo-
Ukrainian war further amplified survival risks, especially for firms located in countries geographically 
or economically exposed to the conflict. The findings offer valuable insights for designing targeted 
policy interventions aimed at enhancing business resilience in vulnerable and institutionally diverse 
environments. 
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1. Introduction 

The COVID-19 pandemic triggered one of the most severe economic disruptions in modern history, 

affecting businesses of all sizes across the globe (Figueira‐de‐Lemos et al., 2024). The Russian 

invasion of Ukraine, immediately following the last wave of the pandemic, brought another economic 

hardship. Emerging European markets, characterized by economic volatility, institutional weaknesses, 

and structural rigidities, faced disproportionate challenges compared to more developed economies 

(De Vet et al., 2021; Desalegn et al., 2022). Unlike advanced economies with extensive financial safety 

nets, firms in these regions had limited access to liquidity and financial relief, making them particularly 

vulnerable to the crisis (Büntgen et al., 2021). In this context, the role of domestic banking sectors 

became particularly critical in bank-based financial systems, typical of emerging Europe, where the 

ability of firms to access timely credit and bank support mechanisms, such as loan restructuring or 

credit line extensions, play a critical role in firm survival, particularly for small and medium enterprises 

that rely heavily on bank-based financing (Beck and Demirgüç-Kunt, 2006). This study examines firm 

survival dynamics in these markets, analyzing how socio-economic conditions, institutional factors, 

and internal firm characteristics influenced businesses’ ability to withstand and recover from the 

pandemic-induced and war-related economic shocks. 

Emerging European markets encompass countries that have undergone significant economic 

transformations since the late 20th century. The major steps were their economic, social, and political 

transformation (Estrin et al., 2005), their integration into the European Union business structures 

(Hanousek et al., 2015), and the global financial crisis (Baumöhl et al., 2019). These nations have been 

integrating into the global economy, yet they often grapple with institutional weaknesses, limited 

access to capital, and infrastructural deficits. The advent of COVID-19 exacerbated these existing 

vulnerabilities, leading to severe operational challenges for firms. The Russo-Ukrainian war did not 

help their economies either. Our novel contribution rests in bringing new evidence on corporate 

survival in the distressed environment, combining the COVID-19 and war shocks. 

The pandemic's impact on firm survival in these markets is multifaceted. Supply chain 

disruptions, demand fluctuations, and stringent public health measures have collectively strained 

business operations (Sarker, 2025). Small and medium-sized enterprises (SMEs), which constitute a 

significant portion of the business landscape in these regions, have been disproportionately affected 

due to their limited financial buffers and access to external financing (European Parliament, 2021). In 

this respect, the role of banks and public institutions has been pivotal in supporting firm survival, and 

crises such as the COVID-19 pandemic and the Russo-Ukrainian war have underscored the importance 

of liquidity and credit support provided by financial institutions. The pandemic disrupted the links 
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between the real economy and the financial sector, leading to unexpected shifts in credit supply and 

loan default patterns (Skufi and Geršl, 2023). These disruptions prompted banks to recalibrate risk 

management strategies to navigate extreme uncertainty and maintain firm stability. 

Understanding firm survival during and after COVID-19 is critical for multiple reasons. First, 

the pandemic-induced recession was unique in its simultaneous supply-side and demand-side shocks, 

affecting firms across various sectors in ways that previous financial crises did not (Webster et al., 

2022). Second, firm survival is a crucial factor of economic recovery, employment stabilization, and 

long-term competitiveness. If business closures become widespread, they can lead to persistent scaring 

effects, including long-term unemployment, reduced market competition, and lower overall 

productivity (Pham and Nguyen, 2022). Moreover, firm survival studies provide valuable insights into 

the effectiveness of government interventions. Various fiscal and monetary policies, including wage 

subsidies, loan guarantees, and targeted financial support, were implemented to cushion the economic 

impact (Audretsch et al., 2025). However, the effectiveness of these measures varied significantly 

based on firm characteristics, sectoral exposure, and country-specific institutional quality (Bruhn et 

al., 2023). As most of the supportive steps involve financial flows, the identification and impact 

assessment of firm failure determinants is extremely important for banks and financial institutions in 

general, because of their credit risk management (Geršl et al., 2015).1 By analyzing firm survival in 

emerging European markets, this research contributes to understanding the interplay between 

government policy, institutional strength, and business resilience. 

Firm survival is influenced by a complex set of factors that we broadly categorize into firm-

level characteristics, socio-economic variables, and institutional quality indicators. Firm-specific 

factors play a crucial role in determining resilience during crises. Previous studies have emphasized 

the importance of legal forms of incorporation, ownership structure, board composition, financial 

performance, listing status, firm size, and firm age as key determinants of survival (Pandey et al., 

2024). 

Beyond firm-specific factors, the broader economic environment plays a significant role in firm 

survival. Socio-economic variables such as population density, economic growth, national income 

levels, service industry concentration, international tourism activity, and health expenditure shaped 

how firms responded to the crisis (Desalegn et al., 2022). For example, service-oriented economies 

with heavy reliance on tourism suffered more pronounced firm closures, while countries with stronger 

 
1 Jakubík and Teplý (2011) identified key credit risk determinants explaining business failure at a 1-year prediction horizon 
(case study on the Czech Republic). The indicators are measures of liquidity, solvency, profitability, and corporate activity. 
In our dataset, we use measures of solvency and profitability. 
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public health investments were better equipped to manage economic disruptions (Maneenop and 

Kotcharin, 2023). 

Institutional quality significantly impacts firm resilience by influencing regulatory responses, 

financial aid distribution, and overall business confidence. Stronger institutions enhance the rule of 

law, government effectiveness, political stability, regulatory quality, voice and accountability, and 

control of corruption, which in turn create a more favorable environment for firm survival (Baumöhl 

et al., 2019). Countries with transparent and efficient financial support mechanisms saw lower firm 

exit rates compared to those with weaker governance frameworks (Bruhn et al., 2023). Understanding 

the role of institutional quality in firm survival is crucial for designing future crisis-response strategies 

and ensuring economic stability in emerging markets. 

This study contributes to the growing literature on corporate resilience by providing a nuanced 

analysis of firm survival in emerging European markets during and after the COVID-19 pandemic, 

along with the impact of the ongoing Russo-Ukrainian war. Unlike studies that focus solely on 

advanced economies, this research highlights the unique challenges faced by businesses operating in 

less-developed institutional environments. By incorporating firm-specific, socio-economic, and 

institutional determinants, this study offers a comprehensive framework for understanding how firms 

navigate economic crises. 

Furthermore, this research provides valuable policy recommendations. By identifying key 

determinants of firm survival, policymakers can design more targeted interventions to enhance 

business resilience. For instance, improving institutional quality, ensuring equitable access to financial 

relief, and promoting sector-specific policies can mitigate the long-term economic effects of future 

crises. Future crisis-response frameworks should also account for the role of banks in stabilizing firm 

finances. Encouraging counter-cyclical lending, strengthening banking sector governance, and 

expanding SME-oriented credit programs—particularly in regions with underdeveloped financial 

ecosystems—can enhance resilience and complement broader institutional reforms (Behr et al., 2015; 

OECD, 2022). 

The remainder of this paper is organized as follows. Section 2 provides a literature review on 

firm survival determinants, highlighting previous empirical findings. Section 3 outlines the research 

methodology, including data sources and survival models. Section 4 presents the results, analyzing the 

impact of socio-economic factors and institutional quality on survival rates while controlling for firm 

characteristics; robustness checks are also presented. Finally, Section 5 concludes the study, 

summarizing key insights. 

 

2. Relevant literature on firm survival during economic shocks 
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The survival of firms during economic crises has been widely examined in corporate finance, 

management, and institutional economics. The resource-based view (RBV) (Barney, 1991) posits that 

firms with superior financial, managerial, and technological resources have higher survival chances. 

Dynamic capabilities theory (Teece et al., 1997) extends this argument by emphasizing firms' ability 

to reconfigure resources in response to external shocks. From an institutional perspective, institutional 

theory (North, 1990) suggests that the external environment, including government policies and 

regulatory quality, significantly influences firm survival. This is especially relevant for emerging 

European markets, where institutional quality (IQ) factors—such as rule of law, political stability, and 

corruption control—vary across countries and shape the resilience of businesses (OECD, 2021). This 

is particularly true in banking-intensive economies where institutional quality governs bank soundness 

(Laeven and Levine, 2008) and their response mechanisms in times of crisis. 

 

2.1 Crises: Covid-19 pandemic and Russo-Ukrainian war 

In terms of serious shocks, studies analyzing past economic crises, including the 2008 financial crisis, 

provide further practical insights into firm survival mechanisms. Research by Cowling et al. (2015) 

found that firms with strong financial reserves, flexible labor structures, and export orientation were 

more resilient during downturns. More nuanced findings were echoed in research assessing the impact 

of the COVID-19 pandemic on firm survival, and in the following review, an accent is put on findings 

related to European emerging markets. 

Economic fragility and firm closures are the phenomena where the COVID-19 pandemic has 

significantly impacted firm survival across European emerging markets, highlighting structural 

vulnerabilities and economic fragility. Many firms, particularly in Southern Europe, experienced 

severe financial distress, with a high likelihood of closures and substantial employment losses due to 

declines in sales and operational disruptions (Webster et al., 2022). This effect was particularly 

pronounced in the hospitality and retail sectors, where firms often lacked the financial reserves to 

withstand prolonged closures (Pham and Nguyen, 2022). Smaller firms were disproportionately 

affected compared to larger firms, leading to a potential reallocation of economic activity towards 

more productive entities (Bruhn et al., 2023). 

Governments engaged in support of firms and government interventions played a crucial role 

in mitigating the economic consequences of the pandemic; however, the effectiveness of these 

measures varied. Studies indicate that financial support policies disproportionately benefited larger 

and less productive firms, potentially distorting competition and inhibiting long-term productivity 

growth (Bruhn et al., 2023). Additionally, many firms reported that the assistance received was 

insufficient to offset the risks of bankruptcy and operational disruption (Pham and Nguyen, 2022). 
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Consequently, targeted policy interventions, including those enhancing labor market flexibility and 

direct support for vulnerable sectors, were recommended to foster a more effective recovery (Webster 

et al., 2022). 

Sector-specific vulnerabilities revealed that, in terms of support, quite a nuanced approach is 

needed, as certain industries exhibited greater susceptibility to the pandemic’s economic effects. The 

transportation sector, particularly airlines, experienced severe stock price declines, with firms in 

emerging markets more adversely affected than those in developed economies (Maneenop and 

Kotcharin, 2023). In the hospitality sector, foreign-owned SMEs and business group-affiliated firms 

demonstrated greater resilience than independent entities, though they still faced substantial challenges 

(Ashraf and Sarhan, 2024). Similarly, the retail and service industries encountered considerable 

financial difficulties, underscoring the need for sector-specific interventions (Pham and Nguyen, 

2022). 

The financial implications of COVID-19 on firms represent an aggregate financial outcome, 

and the financial repercussions of the pandemic vary depending on firm characteristics. More 

productive firms fared better in competitive environments, while smaller businesses struggled to 

remain operational (Büntgen et al., 2021). In this respect, business group affiliation provided small 

businesses with access to strategic resources that were crucial during the COVID-19 crisis, enhancing 

their ability to navigate external shocks (Hamelin and Lefebre, 2025). Firms with foreign ownership 

and strong governance structures demonstrated enhanced resilience, suggesting that ownership and 

institutional quality played a significant role in firm survival (Pandey et al., 2024). The pandemic also 

triggered a reallocation of market activity towards more competitive firms, reflecting broader 

economic shifts (Bruhn et al., 2023). 

With respect to the relevant literature, we speculate that due to the differences in their 

economic, social, and institutional developments, firms across various regions might be faced with 

different conditions and limits during the COVID pandemic. Attitudes and implementation of various 

Covid-related measures varied across countries, and it is quite legitimate to assume that the EU 

countries, guided by EU directives, often imposed stricter restrictions on domestic business activities 

during the COVID-19 pandemic compared to non-EU countries (Egger and Magni-Berton, 2024). For 

that, we formulate a general Null Hypothesis H1: There is no difference in firm survival probability 

across regions.  

Further, the recent Russo–Ukrainian war triggered severe disruptions in energy and food 

markets, and this crisis so far induced about 6% losses for companies most exposed to the belligerents 

(Auer et al., 2025). Countries in Europe, and especially those that are in proximity to the conflict, are 

the most exposed. Already at the beginning of the war, roughly 80% of firms in Finland and Poland, 
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countries sharing a border with Russia or Ukraine were deeply concerned about the impacts of the war 

(Caldara et al., 2022), Further, Martins et al. (2023) observed a negative and statistically significant 

stock price reaction of European banks at and around the beginning of the Russo–Ukrainian war; the 

fact that the effect was even larger in foreign banks with a high exposure to Russia shows that harmful 

“Russian connection” is not limited only to a geographical concept.2 Hence, firms located in countries 

directly bordering Russia and Ukraine might be subject to war-related worsening conditions most 

heavily. Accordingly, we formulate the additional Null Hypothesis, H2: The Russo-Ukrainian war 

does not affect firm survival probability. 

Beyond firm-level characteristics, socio-economic and institutional quality variables 

influenced firm survival during the pandemic. Those types of factors are presented in more detail 

further on. 

 

2.2 Socio-economic factors 

In our analysis, we aim at a comprehensive assessment by employing various relevant socio-economic 

factors that have been linked to firm survival. Factors such as population density, economic growth, 

national income, and health expenditure shaped the severity of the crisis at the regional level (Desalegn 

et al., 2022). For example, higher population density has been associated with both positive and 

negative effects on firm survival. While denser regions benefit from stronger consumer demand and 

better infrastructure, they also experienced stricter lockdown measures during COVID-19, increasing 

operational challenges (Glaeser et al., 2021). 

Regarding economic growth and national income, macroeconomic conditions are expected to 

influence firm survival. Countries with higher GDP growth and per capita income provided stronger 

economic buffers during the pandemic (IMF, 2021). Further, regional disparities in banking 

infrastructure and credit availability may also have shaped firm survival indirectly. For instance, areas 

with higher bank branch density or a more active SME-lending ecosystem are likely better equipped 

to support firms through liquidity constraints (Degryse and Ongena, 2002; Ergungor, 2010). 

Conversely, economies with pre-existing structural weaknesses experienced higher firm exit rates 

(European Commission, 2021). In this respect, Papavangjeli and Geršl (2024) highlight that during 

periods of high financial vulnerabilities, the effectiveness of monetary policy is weakened, limiting 

firms' access to credit and hindering their survival. When financial conditions improve, firms in less 

 
2 Additionally, Gong (2024) investigates the psychological impact of market turbulence on investors, especially in relation 
to global banking institutions. The study suggests that geopolitical shocks, such as the Russo-Ukrainian war, can 
significantly influence investor sentiment and, by extension, bank stock prices. These market reactions can cascade into 
broader credit and funding conditions, emphasizing the importance of both internal responses and external dynamics in 
sustaining firm viability and promoting their survival. 
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vulnerable economies benefit from increased borrowing and investment. However, in economies with 

high financial vulnerabilities, such improvements fail to stimulate growth, and excessive risk-taking 

may further restrict credit access, potentially threatening firm survival.3 

Specific industry characteristics also carry specific obstacles. Service-oriented firms, 

particularly those in hospitality, travel, and retail, suffered disproportionately during the pandemic due 

to restrictions on mobility and consumer demand shifts (Guerrieri et al., 2020). Tourism-dependent 

economies faced prolonged recovery periods, leading to heightened firm exit rates (OECD, 2021). The 

survival of firms during economic crises is also influenced by the role of banks in mitigating the 

impacts of exogenous shocks. Operational reforms at the bank level and strategic interventions at the 

policy level are critical for ensuring firm survival. The literature on banks emphasizes that the interplay 

between internal bank resilience and external regulatory support creates a dynamic environment where 

empirical insights into bank performance and central bank policy are essential for understanding and 

enhancing firm survivability under turbulent conditions. 

During the pandemic, governments allocated vast amounts of money towards health 

expenditures. Higher public health expenditure correlated with faster economic recovery and better 

firm survival rates. Countries with strong healthcare infrastructure mitigated the long-term economic 

effects of COVID-19 more effectively (World Bank, 2022). Similarly, the strength and supervision of 

the banking sector, closely tied to institutional quality in terms of financial development and banking 

sector reforms, affect credit risk management and banks’ willingness to lend during downturns. Weak 

institutions may enable risk aversion or credit withdrawal, whereas transparent financial governance 

can encourage banks to act counter-cyclically, supporting firm survival (Beyer and Dautović, 2025). 

Based on the relevant literature, we formulate the related Null Hypothesis, H3: Initial socio-

economic conditions do not affect firm survival probability. 

 

2.3 Institutional quality  

In our analysis, we also explore the impact of institutional quality (IQ) on firm survival. In our analysis 

we understand the institutional quality as a system of rules and norms within economy and society that 

influence how well it functions and achieves its goals. It encompasses various aspects like the 

effectiveness of laws and regulations, the degree of corruption, and the efficiency of government 

 
3 In addition, the survival of firms during economic crises has been observed to exhibit asymmetric responsiveness to 
fluctuations in economic activity. Recent findings by Skufi and Geršl (2025), based on an analysis of the Albanian 
economy, indicate that defaults among non-financial corporations become increasingly sensitive to macroeconomic 
conditions, particularly in the tails of the distribution --i.e., during extreme economic events. 
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services in accordance with the seminal works of North (1991), Acemoglu et al. (2001), and Kaufmann 

et al. (2009). 

A high level of institutional quality is crucial for economic development, social stability, and 

the overall well-being of a society. Under normal conditions, institutional quality significantly affects 

firm resilience, particularly in emerging markets where governance effectiveness varies. Institutional 

quality variables, including rule of law, government effectiveness, and regulatory quality, significantly 

impacted business resilience, with stronger institutions providing more effective crisis management 

and support mechanisms (Baumöhl et al., 2019). However, empirical studies on the impact of 

institutional quality on firm survival during crises have yielded mixed results, with some indicating a 

positive effect (Che et al., 2017) and others suggesting a negative or negligible impact (Abildgren et 

al., 2013; Al-Gamrh et al., 2018).  

There are several key institutional dimensions assessed in empirical studies that provide a 

ground for their potential impact on firm survival. In terms of the rule of law, strong legal enforcement 

reduces business uncertainty and enhances contract security (La Porta et al., 1998). As for government 

effectiveness, efficient bureaucracies ensure timely financial aid and economic relief measures 

(Demmou et al., 2021). Political stability might play a role because political uncertainty discourages 

investment and leads to lower firm survival rates (Acemoglu and Robinson, 2019). Regulatory quality 

fits the list since transparent and stable regulations improve firm adaptability in crisis situations (World 

Bank, 2022). Voice and accountability might not exhibit a direct impact, but democratic institutions 

with public participation foster business confidence and resilience (Kaufmann et al., 2020). Finally, 

effective control of corruption seems to be a desired property because corruption distorts financial aid 

distribution and weakens business confidence, negatively impacting firm survival (OECD, 2021).  

The empirical studies underscore that the relationship between institutional quality and firm 

survival during crises is complex and context-dependent, varying across different countries, industries, 

and types of institutions. Based on the relevant literature, we formulate the related Null Hypothesis, 

H4: State institutional rigidity has no effect on firm survival probability. 

 

2.4 Firm-specific factors affecting survival 

More detailed insights into factors behind firm survival during economic shocks come from empirical 

studies assessing firm-specific factors that we also employ in our analysis. In terms of a legal form of 

incorporation, the legal structure of firms affects their financial flexibility and governance 

mechanisms, which in turn influence survival probabilities. Research suggests that limited liability 

companies (LLCs) and corporations have higher survival rates than sole proprietorships due to better 

capital access and risk-sharing mechanisms (Klapper et al., 2006). 
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Ownership structure plays a crucial role in firm survival. Family-owned firms tend to exhibit 

higher resilience due to long-term strategic planning, conservative financial policies, and relational 

capital (Bennedsen et al., 2020). However, state-owned enterprises (SOEs) may have an advantage in 

crises due to preferential access to credit and government bailouts (Megginson and Netter, 2001). 

As for the board structure, corporate governance literature suggests that board composition 

affects firm resilience. Firms with larger, independent, and diverse boards are more likely to navigate 

crises effectively due to better risk oversight and strategic guidance (Coles et al., 2008). 

The obvious survival factor is firm performance. Pre-pandemic financial performance was a 

key determinant of firm survival during COVID-19. Firms with higher profitability, liquidity, and 

lower leverage demonstrated greater resilience (Demmou et al., 2021), and standard performance 

metrics have been linked to survival probabilities (Beck and Keil, 2022). 

In terms of listing status, publicly listed firms often benefit from better capital market access 

and financial transparency, increasing their ability to withstand economic downturns (Demirgüç-Kunt 

et al., 2020). However, research indicates that privately held firms may have greater strategic 

flexibility, allowing them to adapt more effectively to sudden disruptions (Campbell et al., 2022). 

Firm size remains one of the most critical predictors of survival. Larger firms generally have 

greater access to financial resources, diversified revenue streams, and economies of scale, which 

enhance resilience (Crespo Cuaresma et al., 2022). On other hand, smaller firms were 

disproportionately affected, experiencing greater challenges compared to larger firms, which could 

lead to a reallocation of economic activity towards more productive firms (Bruhn et al., 2023). 

Moreover, the survival prospects of SMEs are closely tied to the nature of their banking relationships 

(Carbó-Valverde et al., 2016). Firms with longer or trust-based ties to financial institutions are more 

likely to access emergency credit lines or negotiate more flexible repayment terms, reducing the 

likelihood of exit.4 However, some studies highlight that small and medium-sized enterprises (SMEs) 

with digital capabilities adapted better during COVID-19 due to their agility (Brem et al., 2021). 

Finally, a firm age is also one of the key factors behind its survival. Older firms tend to have 

established networks, brand recognition, and accumulated financial reserves, leading to higher survival 

rates (Coad et al., 2013). However, younger firms may exhibit greater adaptability, particularly in 

industries with high innovation intensity (Fahlenbrach et al., 2020). 

 
4 However, these relationships are also influenced by broader economic conditions, particularly monetary policy. In their 
exploration of how monetary policy influences bank profitability and lending behavior, Papavangjeli, Bode, and Vorpsi 
(2024) suggest that in low-interest-rate environments, banks experience compressed net interest margins, which can reduce 
their willingness to lend. When banks face diminished profitability, they may tighten credit conditions, limiting firms' 
access to essential financing, especially during periods of heightened credit risk. This dynamic presents a significant 
challenge to firm survival, particularly for those dependent on credit to sustain operations during economic downturns. 
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For firm-specific characteristics, we do not formulate individual hypotheses. However, when 

commenting on our results, we implicitly consider a null hypothesis that firm-specific characteristics 

do not produce an impact on firm survival. 

 

Despite extensive research, gaps remain in understanding firm survival in emerging European 

markets. Few studies analyze the interaction between firm-specific, socio-economic, and institutional 

factors. Additionally, most research focuses on short-term survival, overlooking long-term recovery 

trajectories associated with major periods of distress, like a recent pandemic. Finally, emerging 

European markets remain underexplored compared to advanced economies in terms of institutional 

influences on firm resilience. This study aims to bridge these gaps by analyzing firm survival across 

multiple emerging European economies, incorporating firm-specific, socio-economic, and institutional 

quality variables. By doing this, we offer a comprehensive, cross-country analysis of firm survival 

determinants in post-COVID Europe. 

 

3. Data and methodology 

3.1 Data coverage 

We have assembled a dataset that allows us to trace the survival status of firms from 17 emerging 

markets in Europe. Firm-level data were obtained from ORBIS, a company information database 

compiled by Bureau van Dijk, a Moody’s Analytics company. As of 2025, ORBIS is the world’s largest 

commercial database of firm-level records, containing information on over 400 million firms and 

organizations across various industries. It provides data on both public and private companies in 

European emerging markets. The key advantage of the Orbis database is that it retains data for inactive 

firms, which is an important property for survival analysis. Firms included in our dataset strictly satisfy 

two conditions: (i) they were in business by the end of 2019 (i.e., before the global Covid pandemic), 

and (ii) they provided all necessary economic information needed for our analysis. 

For our study, we selected a total of 59,722 public and private companies operating at the end 

of 2019 in 17 emerging markets in Europe. From the perspective of economic and transformation 

development, the countries are divided into three groups. Group I consists of five Central European 

EU-member states (Czechia, Hungary, Poland, Slovakia, and Slovenia); Group II is formed by six 

Eastern European EU-member states (Bulgaria, Croatia, Estonia, Latvia, Lithuania, and Romania); 

Group III consists of six Eastern European countries that are not EU members (Albania, Bosnia and 

Herzegovina, Moldova, Montenegro, Nort Macedonia, and Serbia). Using the archive data of Orbis, 

we have also traced the survival status of the sampled firms in those countries each year during the 

period from 2020 to 2023. In Table 1, we present comprehensive information about the survival status 
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of firms in each country and by country groups. Further, in Figure 1, we present an aggregate graphical 

description of the dynamics showing the number of failed firms, their exit rates, and estimates of the 

hazard function during the period under research. 

From the Orbis databases, we were able to obtain detailed information about all the firms. In 

Appendix Table A1, we present the composition of sample firms by listing status, industry sector, and 

number of employees. All this information is provided for individual countries as well as the three 

country groups. Finally, we extracted from the Orbis database also firm-level characteristics of these 

companies that serve as survival determinants. These characteristics include (a) legal form of 

incorporation, (b) ownership, (c) board structure, (d) firm performance, (e) listing status, (f) firm size, 

and (g) firm age. The observation period of the variables of gross margin, solvency ratio, and labor 

productivity is 2017–2019, while that of other variables is 2019. Detailed information covering the list 

of firm-level characteristics, along with their descriptive statistics, is provided in Appendix Table A2.  

In addition to the firm-level data, we also gathered detailed state-level data from the World 

Bank database in order to assess the role of country-level characteristics. From the World Development 

Indicators and World Governance Indicators, we extracted six socio-economic (SE) variables 

(Population density, Economic growth, National income, Service industry, International tourism, 

Health expenditure), and six institutional quality (IQ) variables (Rule of law, Government 

effectiveness, Political stability, Regulatory quality, Voice and accountability, Control of Corruption). 

In the Appendix Table A3, we report the values of these 12 variables by state. With the aim of not 

omitting the role of specific SE or IQ variables and extracting their combined effects, we followed 

recent standard practice in the literature, and using these variables, we conducted a principal 

component analysis (PCA; eg. Che et al., 2017; Baumöhl et al., 2019; Iwasaki et al., 2022). With the 

PCA, we generated two SE comprehensive indices and one IQ comprehensive index. In Appendix 

Table A4, we show that the first two principal components, representing two SE comprehensive indices 

(scores), together explain 61.4% of the total variance in the six SE variables. The IQ comprehensive 

index, measured by the first principal component alone, explains 82.1% of the total variance in the six 

IQ variables. 

 

3.2 Methodology 

We analyze how the COVID-19 pandemic and Russo-Ukrainian war impact firm survival in emerging 

European markets, as well as the influence of regional socio-economic preconditions and national 

institutional rigidity while controlling for firm-specific characteristics; indicators are reported in 

Appendix Table A2. We employ a survival model that bypasses the necessity of proxies to capture 

company failure risk that might preclude accurate comparison. Further advantage is that, in comparison 
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to the standard logit models, a survival model allows for the probability of the firm failure to vary over 

time. Specifically, we employ the Cox proportional hazards model (Cox, 1972) because the technique 

does not require assumptions on the baseline hazard function (unlike parametric survival models) and 

the results do not suffer incorrect assumption bias (Pappas et al., 2017).5 This feature makes it an 

effective tool and the most commonly used model in empirical survival literature (Manjón-Antolín and 

Arauzo-Carod, 2008). The Cox technique uses a time-to-failure as an observable variable. 

The Cox proportional hazards model assumes that the hazard denoting the probability of an event 

(a firm exiting the market) h0(t) depends on time t and a set of relevant covariates xin: 

, (1) 

where β1, β2,…, and βn are the parameters to be estimated. Specification (1) defines the hazard rate at 

time t for subject i, which depends on a vector of covariates x. Considering two observations, i and i,́ 

that differ in their covariates (values of xi), with the following linear representation: 

 (2) 

and 

, (3) 

then the so-called hazard ratios for these two observations are defined as (note that they are 

independent of time t): 

. (4) 

Estimates of parameters β are obtained from the maximum likelihood estimation of the 

logarithmic transformation of specification (1), which is represented by the following linear model: 

 𝑙𝑙𝑙𝑙 ℎ (𝑡𝑡|𝑥𝑥𝑖𝑖1, … , 𝑥𝑥𝑖𝑖𝑖𝑖) = 𝑙𝑙𝑙𝑙 ℎ0 (𝑡𝑡) + ∑ 𝑏𝑏𝑗𝑗𝑥𝑥𝑖𝑖𝑗𝑗𝑖𝑖
𝑗𝑗=1 . (5) 

Variables in (5) are defined in the same way as in (1). 

Our estimation strategy follows examples of approaches adopted recently by Esteve-Pérez et al. 

(2004), Taymaz and Özler (2007), Iwasaki (2014), Iwasaki and Kočenda (2020), Iwasaki et al. (2022), 

Baumöhl et al. (2019, 2020), Fatema et al. (2025). In our results, we will present each parameter β in 

the form of a hazard ratio, due to its straightforward interpretation—a hazard ratio indicates how the 

probability of a firm exiting the market is multiplied when a specific covariate x (e.g., a firm survival 

determinant in a form of an independent variable) changes by one unit. If an estimate is over 1, we 

may consider a determinant (covariate x) to be a risk factor, increasing the probability of firm’s exit. 

 
5 Parametric survival models represent an empirical alternative but they require distributional assumptions for the baseline 
hazard. Differences in distributional assumption thus imply potential problems of misspecification. We account for this 
issue in our robustness checks. 
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Similarly, if an estimate is below 1, such a determinant (covariate) is considered to be a preventive 

factor inhibiting a firm’s exit from the market. Statistically significant estimates below 1 are 

economically more significant preventive factors if they are further from 1; the opposite applies to 

estimates larger than 1. The following example can serve as a useful illustration of the meaning of 

economic significance. A statistically significant estimate of a hazard ratio denotes percent change in 

survival probability by a one-unit change of a covariate in question.6 We estimate parameters using 

the Breslow approximation method, which accounts for right-censoring cases, meaning that method 

accounts for firms that survived throughout the entire observation period. 

We acknowledge that under certain conditions an endogeneity issue may arise in the survival 

analysis. This happens if: (i) an independent variable is a future variable, (ii) the estimation period is 

very short, or (iii) the dependent variable is continuous (Liu, 2012). Under these circumstances, an 

instrumental variable (IV) method or a two-stage residual inclusion method (2SRI) should be applied 

(Liu, 2012; Carlin and Solid, 2014). However, as we showed earlier in Subsection 3.1, all independent 

variables in our analysis can be considered as being predetermined, which minimizes the endogeneity 

problem arising from simultaneity between dependent and independent variables (Iwasaki, 2014). In 

addition, in our analysis, we employ firm-level data from a relatively long span (from 2017 to 2023). 

Finally, the dependent variable is a discrete (binary) variable as it is observed on a yearly basis. In this 

respect, none of the three conditions voiced by Liu (2012) applies to our analysis. 

To assess the robustness of the estimation results derived from the Cox model, we further 

compare results with alternative survival models that make different assumptions regarding the 

probability density and that employ different analytical approaches to examine survival probabilities. 

Specifically, we further use (1) the Weibull survival model, (2) the log-logistic survival model, (3) the 

Weibull accelerated failure time (AFT) model, and (4) the complementary log-log (CLL) model (see 

Appendix Table A7). 

We test Hypotheses H1 and H2 by regressing the survival probability of sample firms in 2020-

2023 onto a set of region variables and a dummy variable for countries sharing borders with Russia or 

Ukraine (the latter is called as “War zone neighborhoods” variable). Results are reported in Table 2. 

To test Hypothesis H3, we estimate the Cox proportional hazard model with six SE variables 

consisting of (1) population density, (2) economic growth, (3) national income, (4) service industry, 

(5) international tourism, and (6) health expenditure. We further estimate the model with the first (7) 

 
6 Statistical significance is assessed via the z statistics reported in parentheses beneath the hazard ratios. For all estimations 
we also report the results of the Wald test and show that all standard regression coefficients are statistically different from 
zero. 



14 
 

and second component scores (8) of these six variables that are labelled as the SE comprehensive score 

I and II, respectively (see Appendix Table A4). Results are reported in Table 3. 

To test Hypothesis H4, we first estimate six IQ variables comprising (1) Rule of law, (2) 

Government effectiveness, (3) Political stability, (4) Regulatory quality, (5) Voice and accountability, 

(6) Control of corruption as a proxy for state institutional rigidity. As a comprehensive IQ index, the 

first principal component of these 6 variables is also estimated (see Appendix Table A4). Results are 

reported in Table 4. 

In the regression estimation, we control for a series of firm attributes using the 15 variables from 

the joint-stock company to firm age and the NACE division-level industry fixed effects. Recall that 

definitions and descriptive statistics of the above-mentioned variables are presented in Appendix Table 

A2, while Appendix Table A5 presents a correlation matrix of firm-specific characteristics that exhibit 

very low correlations, thus warranting their inclusion in the analysis. Finally, Appendix Table A6 

performs a univariate comparison between surviving and failed firms and confirms statistically 

significant differences between the two using the values listed in Appendix Table A2. 

 

3. Results 

We found that out of the 59,722 sample firms, 4,291 (7.2%) failed in management during the 

observation period of 2020–2023. As displayed in Figure 1, the number of failed firms remained 

relatively stable over the first three years, ranging from 788 in 2020 to 953 in 2022, before experiencing 

a sharp increase to 1,659 in 2023. This finding suggests that governments and financial institutions in 

emerging Europe protected domestic firms from the COVID-19 pandemic crisis by providing them 

with compensation grants for businesses complying with temporary closure requests, as well as other 

subsidies, urgent bank credits, and similar support measures. However, once the COVID-19 pandemic 

ended and the series of government and financial institution support measures ceased, many firms with 

weak management structures went bankrupt. This pattern is similar to what was observed in many 

developed countries, including the US, UK, and Japan. 

In emerging Europe, the significant increase in firm exits from 2022 to 2023 is also highly 

likely to be associated with the Russian invasion of Ukraine in February 2022. 

Although this trend was widely observed across emerging Europe, the impact of the COVID-

19 pandemic and the Russo-Ukrainian war varied significantly between regions and countries. As 

shown in Table 1 and Figure 2, the firm exit rate for the period 2020–2023 tended to be higher in EU 

member states than in non-EU countries. Romania recorded the highest exit rate of 10.87%, followed 

by Latvia, Hungary, and Croatia. In contrast, the exit rate in Bosnia and Herzegovina was only 0.64%, 

and other non-EU countries such as Albania, Montenegro, and Moldova also recorded low firm exit 



15 
 

rates among the 17 emerging market economies. This only seemingly surprising finding may be closely 

related to the fact that Central and Eastern European EU member states, with their strong national 

institutional settings, imposed stricter restrictions on domestic business activities following 

instructions from Brussels to protect public health during the COVID-19 pandemic (Egger and Magni-

Berton, 2024), compared to non-EU countries (Yan et al., 2020). Specifically, Aidukaite et al. (2021) 

document that, despite some differences, the CEE governments in EU members implemented measures 

to combat the first wave of the pandemic by providing extensive protection for jobs and enterprises 

corresponding to the existing welfare systems.7 Hence, our results are in accord with their evidence. 

 

3.1 Baseline estimation results 

Our baseline estimation results of the Cox proportional hazards model are presented in Tables 2-4. 

Recall that a statistically significant estimate of the hazard ratio smaller (greater) than one denotes a 

percentage change positively (negatively) impacting survival probability by one unit change of a 

covariate in question.  

We first present our baseline estimation overall results for the whole set of 17 countries, and 

then account for different country groups to provide a regional comparison. Initially, the results for all 

countries are presented, and model [1] in Table 2 shows the effects of firm-level control variables 

while controlling for country-fixed effects; in addition, model [2] introduces the effect of the war-zone 

variable. Both models exhibit intuitively expected and consistently similar results linked to firm-

specific variables and negative impact of the war-zone proximity. More details on firm-specific factors 

are reported later on. 

Then, the other two models include regional variables instead of country-fixed effects. In 

Models [3] and [4], the various dummy variables for two groups of the EU member states and two 

groups varying according to the beginning of the EU membership show statistically significant hazard 

ratios greater than 1.0. The results might be grounded in the fact that during the COVID pandemic, the 

EU regulations, adopted by individual EU members, were transformed into strict restrictions on 

domestic business activities with the aim to protect public health and placed less emphasis on 

protecting economic dynamics (Egger and Magni-Berton, 2024). Based on individual coefficient 

values, the results indicate that, if firm attributes remain constant, the risk of firm exit in countries that 

joined the EU was about 50% or more higher than in non-EU countries. Therefore, Hypothesis H1 is 

rejected.  

 
7 Aidukaite et al. (2021) focus on Hungary, Lithuania, Poland, and Slovakia. 
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Furthermore, in all Models [2] to [4], the variable for war-zone neighborhoods also exhibits 

significant hazard ratios greater than 1.0. This result indicates that, ceteris paribus, firm exits in 

countries sharing borders with conflicting nations (i.e., Russia and Ukraine) were significantly higher 

than in other countries. The consistent finding across models is also indirectly in line with recent 

assessments on the war impact voiced by Caldara et al. (2022), Martins et al. (2023), and Auer et al. 

(2025). The lower survival chances for firms in war-zone neighborhood countries also mean that we 

reject Hypothesis H2. 

In addition, we are also able to assess the impact of firm-specific controls. These variables 

capture relevant firm-specific characteristics that are usually the primary goal of survival analyses. In 

our case, we employ firm-specific variables as controls so that the effects of regional comparison, and 

later on that of socio-economic and institutional quality indicators, are free from their impact. 

Nevertheless, the inclusion of firm-specific characteristics enables us to provide valuable inferences. 

First, legal incorporation exhibits a positive impact on firm survival. The effect is much stronger for 

cooperatives than joint-stock companies, hinting that greater flexibility and personal involvement of 

the cooperatives is a favorable property in times of distress. Second, ownership structure enables 

varying inferences. Higher ownership concentration is linked with a greater risk of firm exit, similar 

to that of foreign ownership, albeit at a milder level. The latter result might be linked to the fact that 

during the pandemic, foreign owners had to chiefly cope with their home operations and put less 

emphasis on their outside expositions. Statistically insignificant effects preclude assessment of state 

ownership. Bord structure provides ambiguous results since the effects are either weak, close to one, 

(board independence), and statistically insignificant (board gender diversity). Firm performance 

indicators show intuitively correct directions – better performance is associated with better survival 

chances; albeit the impact of labor productivity is only weak. The listing status shows a very strong 

impact as listed firms exhibit remarkable survival chances. The evidence points to better capital market 

access and financial transparency being potentially behind listed firms' ability to withstand economic 

downturns, which is in line with the findings of Demirgüç-Kunt et al. (2020). Finally, larger and older 

firms exhibit better survival chances, albeit the effect of the age factor is very small. 

In the next step, we assess the impacts of initial socio-economic conditions reported in Table 

3. Their impact is the substance of Hypothesis H3. As shown in Table 3, the estimates for the first five 

country-level socio-economic variables, ranging from population density to international tourism, 

exhibit significant hazard ratios greater than 1.0. These results suggest that in emerging Europe, higher 

population density (as a proxy for infection risk), faster economic growth, higher national income 

levels, larger service industry, and greater economic dependence on international tourism prior to the 

COVID-19 pandemic were risk factors for business activities during the period of 2020–2023. Despite 
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their sometimes seemingly counterintuitive impacts, the results are quite plausible when we 

acknowledge that they materialize during severe distress caused chiefly by the COVID pandemic and 

numerous economic and social restrictions imposed by the governments. First, higher pre-crisis growth 

rates led to a larger rebound during the crisis, and more firms that made the wrong predictions about 

future development went out of business. Further, the negative effect of income levels should be 

associated with the dramatic fall in the demand for entertainment, eating out, and a number of services 

that, under normal conditions, were simple parts of daily life. Such a fall was more substantial during 

a pandemic, and thus, the economic shock to firms, especially in the service sector, was stronger. In 

addition, potential restrictions on credit access imposed by banks during the distress might negatively 

affect firms and their survival.8 Finally, negative impacts associated with population density, the 

service industry, and international tourism exhibit intuitively expected directions. At the end, for five 

socio-economic indicators, we reject Hypothesis H3 on the grounds of their harmful impact with 

respect to firm survival. 

In contrast, the significant hazard ratio of 0.812 for the variable representing health expenditure 

indicates that implementing health steps aimed at mitigating the human toll of the COVID-19 

pandemic positively affected the labor force and helped to reduce the negative impact on company 

activities. However, increased health expenditures might improve survival status among some 

companies, while strict restrictions on business activities surely harmed survival chances of many other 

firms, as we showed earlier in Table 2. Still, in this case, Hypothesis H3 is rejected as the health 

expenditures variable can be linked with the improvement of firm survival chances.  

The findings for all socio-economic indicators are further backed up by the SE comprehensive 

indices with significant hazard ratios greater than 1.0, indicating that the overall negative impact of 

socio-economic proxies on firm survival prevails. 9  Finally, the war-zone neighborhoods variable 

shows statistically and economically significant hazard ratios greater than 1.0. The result means that 

after controlling for a number of socio-economic preconditions, the negative impact of the Russo-

Ukrainian war on business activities in neighboring countries was quite resilient. 

Finally, in Table 4, we present the impact of all country-level institutional quality variables, 

including the IQ comprehensive index. All reported estimated effects are statistically significant, with 

hazard ratios being greater than 1.0. This is quite a strong result as it indicates that in emerging 

European countries with strong institutional frameworks, more firms were forced to exit the market. 

 
8 Similar empirical results were obtained for Japanese firms. 
9 The PCA-based socio-economic comprehensive indices (scores) are not directly interpretable as they represent synthetic 
measures that capture variance across several different socio-economic indicators. As such, they capture a combined impact 
of those indicators. 



18 
 

The finding that stronger institutional quality correlates with higher exit rates seems to be 

counterintuitive at first sight. Still, empirical studies reporting a negative or negligible impact of 

institutional quality on firm survival during crises (Abildgren et al., 2013; Al-Gamrh et al., 2018) can 

be linked to our findings. However, in our case, the result is most likely driven by stricter regulations 

and restrictions imposed on corporate activities with the aim of prioritizing saving lives (Egger and 

Magni-Berton, 2024), compared to more relaxed regulations in countries with weaker institutions (Yan 

et al., 2020). Hence, we are able to reject Hypothesis H4. Similarly, as in Table 3, the effect of the 

variable for the war-zone neighborhoods reported in Table 4 repeatedly shows significant hazard ratios 

greater than 1.0. The finding indicates that even after controlling for various state-level institutional 

quality factors, the negative impact of the Russo-Ukrainian war on business activities in neighboring 

countries remained very strong in 2022 and 2023, proving its statistical robustness. 

 

3.2 Robustness Checks 

In order to verify the validity of our results, we performed various robustness checks on the baseline 

results reported above. 

First, we assess the robustness of the estimation results derived from the Cox model by 

comparing our results with those of the alternative survival models that make different assumptions 

regarding the probability density and that employ different analytical approaches to examine survival 

probabilities. Specifically, we further use (1) the Weibull survival model, (2) the log-logistic survival 

model, (3) the Weibull accelerated failure time (AFT) model, and (4) the complementary log-log 

(CLL) model. The evidence presented in Appendix Table A7 shows that the four alternative survival 

models produce similar results to those from the Cox model. These findings indicate that the baseline 

results reported in Tables 2 to 4 are not strongly influenced by the proportional hazards assumption of 

the Cox model. 

Second, we re-estimated the model to control for differences in firm size and age based on the 

median values. In Appendix Table A8, we report results for four groups of firms: larger, smaller, older, 

and younger firms; the criterion for dividing the sample into pairs of groups is whether the respective 

values are above or below the median for the respective variables. As shown in Appendix Table A8, 

the main empirical findings are consistent with our baseline results regardless of differences in firm 

size and firm age. 

Third, in Appendix Table A9, we report results for groups of firms differentiated according to 

the industry in which they operate. The evidence in Appendix Table A9 suggests that our predictions 

regarding the impact of country-level preconditions and the war do not apply to the agricultural sector 

and banks (financial sector) due to statistically insignificant results. However, for other industries, 
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Hypotheses H2 to H4 were strongly rejected, and our findings were not affected by the differences in 

firms operating in the remaining industries. The findings are quite interesting, as the stability of the 

agriculture sector during distress is quite comforting from a simple human existence perspective. 

Further, the relative resilience of banks is a good sign since the state of the banking sector indirectly 

impacts firm performance and firm survival via credit availability and its conditions to finance private 

sector development. In this respect, our findings correlate with arguments voiced by Beck and 

Demirgüç-Kunt (2006), Skufi and Geršl (2023), and Beyer and Dautović (2025). Further, the detailed 

results show that bank profitability (gross margin) acts as a preventive factor against failure, and so 

does the bank's ability to meet its long-term debt obligations (solvency ratio), which is in line with key 

credit risk determinants explaining business failure identified by Jakubík and Teplý (2011); similar 

findings apply to other sectors in agreement with the literature.10 

Lastly, we conducted additional estimations where we differentiated among the three country 

groups. As shown in Appendix Table A10, socio-economic conditions and national institutional 

settings prior to 2020 do not sufficiently explain the differences in firm survival probability within 

Central European EU member states during the observation period. In fact, all country-level variables 

and the war zone neighborhood variable are statistically insignificant in Models [1] and [2]. In contrast, 

estimates derived from Models [3] to [6] confirm that our predictions regarding the effects of country-

level preconditions and the war on firm survival hold true, even when the empirical analysis is 

restricted to a specific region in emerging Europe. 

 

4. Conclusions 

Private corporate sectors in CEE countries developed as part of the economic transformation during 

the 1990’s and had to cope with a number of hurdles along the way – the major ones included 

transformation itself (Estrin et al., 2005), integration of many countries into the European Union 

business structures (Hanousek et al., 2015), and the global financial crisis (Baumöhl et al., 2019). The 

Covid pandemic and the Russian invasion of Ukraine represent the most recent struggles the CEE 

countries had and have to cope with. In our analysis, we contribute to the knowledge of the firm 

survival determinants in emerging European markets and provide valuable information for industry 

and policymakers. We analyze firm survival on a large dataset covering 17 CEE markets during the 

 
10 Due to the importance of the banking sector for firm survival, banks in the CEE countries should incorporate new 
variables into their bank risk models to improve their resilience during crises and shocks. Specifically, for improved bank 
risk management, the CEE banks should incorporate geopolitical location indicators into risk models for clients and 
counterparties, as well as country-level institutional quality indicators that could work as risk moderators or amplifiers. 
Given the potential relevance for bank risk models (risk management and credit assessment), even new variables could 
be considered by financial institutions (war-zone proximity, COVID policy stringency index, PCA-based indices of 
socio-economic fragility, etc). 
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period of both recent exogenous impacts. We estimate the Cox proportional hazards model and analyze 

firms across country groups, accounting for both state-level and firm-specific characteristics. 

In our empirical analysis, (null) Hypotheses H1 to H4 about no effect of various factors or 

events were strongly rejected by the baseline estimations of the Cox proportional hazards model. These 

results remain fairly robust regardless of differences in estimation methods, firm size/age, industrial 

sector, and region as they do not exhibit material differences from those obtained from baseline model 

estimates. 

We show that in emerging Europe, firm exit was more prevalent in EU member states than in 

non-EU countries during the COVID-19 pandemic. This is likely due to the stricter restrictions 

imposed on business activities in countries with rigid institutional frameworks compared to those with 

weaker institutions, in an effort to protect citizens' lives from coronavirus infections. 

Further, socio-economic preconditions also play a crucial role in determining firm survival in 

emerging Europe. In particular, the significant hazard ratios greater than 1.0 for the variables of 

population density, the service industry, and international tourism, and the significant hazard ratio less 

than 1.0 for the health expenditures effectively capture the unique characteristics of the pandemic 

crisis. 

Finally, the Russo-Ukrainian war has produced a significant impact on firm survival in 

emerging Europe as well. Most empirical results indicate that firm exit rates in countries sharing 

borders with Russia or Ukraine were 40–50% higher than in other countries. War is likely to have 

serious repercussions not only for the countries directly involved but also for the rest of emerging 

Europe. 

With respect to the summary of our findings, we argue that more targeted support for SMEs in 

war-adjacent regions would help to positively impact firm survival. Moreover, due to the importance 

of the banking sector for firm survival, banks in the CEE countries should incorporate new variables 

into their bank risk models to improve their resilience during crises and shocks. Specifically, for 

improved bank risk management, the CEE banks should incorporate geopolitical location indicators 

into risk models for clients and counterparties, as well as country-level institutional quality indicators 

that could work as risk moderators or amplifiers. Given the potential relevance for bank risk models 

(risk management and credit assessment), even new variables could be considered by financial 

institutions (war-zone proximity, COVID policy stringency index, PCA-based indices of socio-

economic fragility, etc).  

 

This study comprehensively examines firm survival in emerging European markets during two 

overlapping systemic shocks: the COVID-19 pandemic and the Russo-Ukrainian war. Drawing on a 
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robust dataset of nearly 60,000 firms across 17 countries, we analyze how socio-economic pre-

conditions, institutional quality, and firm-specific attributes influence firm exit probabilities between 

2020 and 2023. 

Our empirical analysis, based on the Cox proportional hazards model, strongly rejects all four 

null hypotheses, revealing that both internal and external determinants significantly shape firm 

survival. EU member states experienced higher firm exit rates, likely due to stricter pandemic-related 

restrictions enforced under stronger institutional regimes. In contrast, non-EU countries with more 

flexible policy environments often reported lower exit rates. 

Socio-economic preconditions—particularly population density, tourism dependency, and 

health expenditures—emerged as key factors shaping firm resilience. Health spending, in particular, 

showed a protective effect, while other indicators often amplified vulnerabilities. The role of 

institutional quality was more complex. While strong institutions are typically associated with 

economic resilience, their more stringent regulatory responses may have inadvertently increased firm 

exit risks during the pandemic crisis period. This nuanced result underscores the importance of 

balancing public health protection with economic sustainability during large-scale disruptions. 

Crucially, the Russo-Ukrainian war introduced additional and persistent external stress, 

particularly for firms in neighboring countries. Our analysis shows that proximity to the conflict 

significantly elevated firm exit rates, highlighting geopolitical exposure as a non-negligible survival 

determinant. 

Finally, while this study focuses on firms, we emphasize the central role of the banking sector 

in providing the liquidity and credit necessary for firm survival, especially in bank-centric financial 

systems prevalent in the region. Credit access, loan restructuring, and counter-cyclical lending were 

vital in mitigating firm failures during the crisis. 

Our findings suggest that resilience strategies should be multidimensional from a policy 

perspective. Tailored support for SMEs in war-adjacent and tourism-dependent regions, investments 

in health infrastructure, and flexible, crisis-responsive institutional frameworks are essential. 

Moreover, banks should enhance their risk management models by incorporating geopolitical and 

institutional variables, such as war-zone proximity and socio-economic fragility indices, to support 

firms in future crises better. These issues are left as avenues for further research. 
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2020 2021 2022 2023 Coef. S.E.

Central European EU member states 30,314 2,127 0.0702 381 463 479 804 0.0721 0.0016 0.0691 0.0752

Czechia 5,394 374 0.0693 55 97 66 156 0.0711 0.0037 0.0643 0.0787

Hungary 6,007 501 0.0834 87 98 130 186 0.0860 0.0038 0.0788 0.0939

Poland 14,199 897 0.0632 185 158 221 333 0.0647 0.0022 0.0606 0.0691

Slovakia 1,412 87 0.0616 13 31 15 28 0.0631 0.0068 0.0511 0.0778

Slovenia 3,302 268 0.0812 41 79 47 101 0.0838 0.0051 0.0744 0.0945

East European EU member states 23,995 1,956 0.0815 371 397 408 780 0.0840 0.0019 0.0804 0.0878

Bulgaria 6,271 231 0.0368 44 46 57 84 0.0373 0.0025 0.0328 0.0425

Croatia 2,282 187 0.0819 39 50 49 49 0.0846 0.0062 0.0733 0.0976

Estonia 1,016 83 0.0817 18 22 15 28 0.0843 0.0093 0.0680 0.1045

Latvia 1,890 204 0.1079 44 32 31 97 0.1121 0.0079 0.0977 0.1286

Lithuania 2,747 187 0.0681 37 26 47 77 0.0698 0.0051 0.0605 0.0806

Romania 9,789 1,064 0.1087 189 221 209 445 0.1131 0.0035 0.1065 0.1201

Non-EU East European states 5,413 208 0.0384 36 31 66 75 0.0390 0.0027 0.0341 0.0447

Albania 103 2 0.0194 0 0 1 1 0.0195 0.0138 0.0049 0.0780

Bosnia and Herzegovina 1,238 8 0.0065 1 1 3 3 0.0065 0.0023 0.0033 0.0130

Moldova 103 3 0.0291 2 0 1 0 0.0293 0.0169 0.0095 0.0909

Montenegro 188 15 0.0798 1 2 11 1 0.0214 0.0107 0.0080 0.0571

North Macedonia 874 31 0.0355 10 7 0 14 0.0489 0.0076 0.0362 0.0662

Serbia 2,907 149 0.0513 22 21 50 56 0.0522 0.0043 0.0445 0.0613
Source: Estimated by the authors based on data derived from Orbis database

Table 1. Firm survival status by region and state

Region/State

Total number of 
firms surviving 

at the end of 
2019 (A)

Total number of 
firm exits by the 

end of 2023                   
(B)

Exit rate         
(B/A)

Nelson-Aalen cumulative hazard function

[95% confidence 
interval]

Number of firm exits by year



Notes:

Source: Illustrated by the authors based on data derived from Orbis database

Number of failed firms (left axis)

Exit rate (right axis)

Nelson-Aalen estimate of the cumulative hazard function (right axis)

Figure 1. Number of failed firms, exit rate, and Nelson-Aalen estimate of the cumulative hazard function in 17 
European emerging markets: 2020-2023
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Source: Illustrated by the authors based on Table 1

Figure 2. Illustrated comparison of 17 European emerging markets in terms of 
Nelson-Aalen cumrative hazard function for the period of 2020-2023
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Model

Region variables

Central European EU member states 1.57518 ***

(5.66)

East European EU member states 1.59758 ***

(6.01)

EU 2004 membership 1.59431 ***

(5.78)

EU 2007/2013 membership 1.58320 ***

(5.88)

War zone neighborhoods 1.56966 *** 1.43377 *** 1.43145 ***

(13.36) (9.98) (9.58)

Firm-level control variables

Joint-stock company 0.77482 ** 0.84610 0.76021 *** 0.75563 ***

(-2.33) (-1.64) (-2.58) (-2.66)

Limited liability company 0.60488 *** 0.70890 *** 0.65005 *** 0.64670 ***

(-4.79) (-3.51) (-4.28) (-4.34)

Partnership 0.64478 *** 0.67987 *** 0.62849 *** 0.61964 ***

(-2.99) (-2.80) (-3.28) (-3.41)

Cooperative 0.51732 *** 0.58601 *** 0.52766 *** 0.52417 ***

(-3.79) (-3.17) (-3.74) (-3.79)

Ownership concentration 1.64770 *** 1.59696 *** 1.58502 *** 1.57335 ***

(5.89) (5.75) (5.59) (5.48)

Foreign ownership 1.10910 *** 1.15314 *** 1.15563 *** 1.15674 ***

(2.60) (3.59) (3.64) (3.66)

State ownership 0.99676 1.00378 1.00997 1.01229
(-0.04) (0.04) (0.11) (0.14)

Board independence 0.99785 *** 1.00107 ** 1.00091 * 1.00093 *

(-2.88) (2.18) (1.81) (1.85)

Board gender diversity 0.99941 0.99945 0.99946 0.99948
(-1.21) (-1.13) (-1.10) (-1.06)

Gross margin 0.90833 *** 0.90837 *** 0.90856 *** 0.90873 ***

(-13.60) (-13.79) (-13.69) (-13.65)

Solvency ratio 0.93116 *** 0.92862 *** 0.92883 *** 0.92872 ***

(-18.60) (-19.47) (-19.43) (-19.42)

Labor productivity 0.99918 *** 0.99933 *** 0.99926 *** 0.99926 ***

(-8.23) (-8.39) (-9.10) (-9.11)

Listed companies 0.29665 *** 0.24914 *** 0.27338 *** 0.27316 ***

(-5.27) (-6.08) (-5.65) (-5.66)

Firm size 0.82266 *** 0.81850 *** 0.82032 *** 0.81980 ***

(-9.24) (-9.62) (-9.49) (-9.52)

Firm age 0.98854 *** 0.98829 *** 0.98858 *** 0.98851 ***

(-5.03) (-5.36) (-5.22) (-5.24)

Country fixed efects Yes No No No

NACE division-level industry fixed effects Yes Yes Yes Yes

N 59722 59722 59722 59722
Log pseudolikelihood -45646.53 -45781.64 -45762.42 -45762.49

Wald test (χ 2 ) 76719.20 *** 82760.65 *** 53322.93 *** 71215.92 ***

Source: Authors' estimation

Notes: This table contains results from the survival analysis using the Cox proportional hazards model. Appendix Table A2 provides 
detailed definitions and descriptive statistics of the independent variables. Regression coefficients are hazard ratios. Standard errors are 
computed using the Huber-White sandwich estimator. z  statistics are reported in parentheses beneath the regression coefficients. The Wald 
test examines the null hypothesis that all coefficients are zero. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, 

i l

[4]

Table 2. Baseline estimation of the Cox proportional hazards model: Regional comparison

[1] [2] [3]



Model

Country-level socio-economic variables

Population density 1.00157 ***

(2.60)

Economic growth 1.06464 **

(2.41)  

National income 1.61535 ***

(8.38)

Service industry 1.02473 ***

(3.25)

International tourism 1.03340 ***

(5.82)

Health expenditure 0.81218 ***

(-7.65)

SE comprehensive score I 1.12302 ***

(6.58)

SE comprehensive score II 1.22792 ***

(10.72)

Region variable

War zone neighborhoods 1.57133 *** 1.40092 *** 1.42088 *** 1.56694 *** 1.60813 *** 1.22693 *** 1.08212 **

(13.39) (5.73) (9.69) (13.34) (14.10) (4.28) (2.60)

Firm-level control variables Yes Yes Yes Yes Yes Yes Yes

Country fixed efects No No No No No No No

NACE division-level industry fixed effects Yes Yes Yes Yes Yes Yes Yes

N 59722 59722 59722 59722 59722 59722 59722
Log pseudolikelihood -45778.25 -45778.45 -45747.67 -45776.75 -45765.75 -45751.51 -45707.91  

Wald test (χ 2 ) 2870.18 *** 49713.09 *** 2911.01 *** 2864.42 *** 49783.77 *** 83348.27 *** 49747.00 ***

Source: Authors' estimation

Table 3. Baseline estimation of the Cox proportional hazards model: Impact of socio-economic preconditions

Notes: This table contains results from the survival analysis using the Cox proportional hazards model. Appendix Table A2 provides detailed definitions and descriptive statistics of the independent 
variables. Regression coefficients are hazard ratios. Standard errors are computed using the Huber-White sandwich estimator. z  statistics are reported in parentheses beneath the regression coefficients. The 
Wald test examines the null hypothesis that all coefficients are zero. *** and ** denote statistical significance at the 1% and 5% levels, respectively.

[1] [2] [3] [4] [5] [6] [7]



Model

Country-level institutional quality variables

Rule of law 1.56948 ***

(9.40)

Government effectiveness 1.17658 ***

(3.94)

Political stability 1.36627 ***

(5.58)

Regulatory quality 1.23248 ***

(3.97)  

Voice and accountability 1.75895 ***

(8.07)

Control of corruption 1.09127 **

(2.03)  

IQ comprehensive score 1.05064 ***

(6.00)

Region variable

War zone neighborhoods 1.40315 *** 1.56303 *** 1.59204 *** 1.54398 *** 1.42663 *** 1.53178 *** 1.50498 ***

(9.53) (13.20) (13.93) (12.72) (9.89) (11.54) (11.71)

Firm-level control variables Yes Yes Yes Yes Yes Yes Yes

Country fixed efects No No No No No No No

NACE division-level industry fixed effects Yes Yes Yes Yes Yes Yes Yes

N 59722 59722 59722 59722 59722 59722 59722
Log pseudolikelihood -45742.67 -45774.11 -45767.17 -45773.94 -45751.53 -45779.64 -45764.70

Wald test (χ 2 ) 71466.84 *** 46608.82 *** 49879.45 *** 49685.58 *** 2909.31 *** 66889.38 *** 63408.63 ***

Source: Authors' estimation

Notes: This table contains results from the survival analysis using the Cox proportional hazards model. Appendix Table A2 provides detailed definitions and descriptive statistics of the independent 
variables. Regression coefficients are hazard ratios. Standard errors are computed using the Huber-White sandwich estimator. z  statistics are reported in parentheses beneath the regression coefficients. The 
Wald test examines the null hypothesis that all coefficients are zero. *** and ** denote statistical significance at the 1% and 5% levels, respectively.

Table 4. Baseline estimation of the Cox proportional hazards model: Impact of state institutional quality

[1] [2] [3] [4] [5] [6] [7]



Region total Czechia Hungary Poland Slovakia Slovenia Region total Bulgaria Croatia Estonia Latvia Lithuania Romania Region total Albania Bosnia and 
Herzegovina Moldova Montenegro

North 
Macedonia Serbia

Composition by listing status

Listed 1417 476 11 17 393 24 31 423 69 116 15 14 26 183 518 0 152 69 35 99 163

Unlisted 58305 29838 5383 5990 13806 1388 3271 23572 6202 2166 1001 1876 2721 9606 4895 103 1086 34 153 775 2744

Composition by industry

Agriculture, forestry, and fisheries 1632 837 294 257 137 13 136 639 177 52 17 71 49 273 156 3 22 5 1 27 98

Mining and manufacturing 24275 13213 2531 2366 6288 663 1365 8775 2257 933 426 554 779 3826 2287 9 494 49 42 391 1302

Construction 4648 1832 284 329 946 103 170 2353 631 237 51 192 278 964 463 15 115 15 14 60 244

Services 29167 14432 2285 3055 6828 633 1631 12228 3206 1060 522 1073 1641 4726 2507 76 607 34 131 396 1263

Finance, banks and insurance 654 373 53 65 217 17 21  208 63 30 9 30 13 63 73 7 18 9 6 11 22

Composition by number of employees

1-99 employees 29596 14537 2741 3203 6216 723 1654 12498 3471 1101 578 1056 1293 4999 2561 2 554 39 95 454 1417

100-499 employees 25347 13153 2281 2316 6613 576 1367 9814 2412 988 381 735 1252 4046 2380 68 579 49 76 360 1248

500-999 employees 2788 1512 224 262 780 68 178 1013 240 107 36 65 128 437 263 17 57 7 13 39 130

1000 or more employees 1991 1112 148 226 590 45 103 670 148 86 21 34 74 307 209 16 48 8 4 21 112

Total 59722 30314 5394 6007 14199 1412 3302 23995 6271 2282 1016 1890 2747 9789 5413 103 1238 103 188 874 2907
Source: Calculated by the authors based on data derived from Orbis database

Appendix Table A1. Composition of sample firms in 17 European emerging markerts by listing status, industry sector, and number of employees

Central European EU member states East European EU member states Non-EU East European statesAll 18 
European 
emerging 
markets



Mean S.D. Median

Region variables

Central European EU member states Dummy variable for Central European EU member states 0.508 0.500 1

East European EU member states Dummy variable for East European EU member states 0.402 0.490 0

EU 2004 membership Dummy variable for countries that joined the EU in 2004 0.602 0.489 1

EU 2007/2013 membership Dummy variable for countries that joined the EU in 2007 or 2013 0.307 0.461 0

Central European states Dummy variable for Central European states 0.508 0.500 1

Baltic states Dummy variable for Baltic states 0.095 0.293 0

War zone neighborhoods Dummy variable for countries sharing borders with Russia or Ukraine 0.622 0.485 1

Country-level socio-economic (SE) variables a

Population density Mean value of the World Development Indicator of population density in the period of 2017-2019  (people per sq. km of land area) 95.212 29.873 103.105

Economic growth Mean value of the World Development Indicator of real GDP growth rate in the period of 2017-2019 (%) 4.512 1.109 4.833

National income Mean value of the World Development Indicator of adjusted net national income per capita in the period of 2017-2019 (constant 2015 US$, log-transformed) 9.244 0.342 9.402

Service industry Mean value of the World Development Indicator of value added of services to GDP in the period of 2017-2019 (%) 57.506 2.297 56.828

International tourism Mean value of the World Development Indicator of total number of foreign tourists to total population in the period of 2017-2019 2.838 2.857 2.267

Health expenditure Mean value of the World Development Indicator of current health expenditure to GDP in the period of 2017-2019 (%) 6.721 0.826 6.533

SE comprehensive score I First principal component score of the six SE variables above b 0.000 1.407 0.527

SE comprehensive score II Second principal component score of the six SE variables above b 0.000 1.304 0.097

Country-level institutional quality (IQ) variables a

Rule of law Mean value of the World Governance Indicator of rule of law in the period of 2017-2019 0.437 0.377 0.407

Government effectiveness Mean value of the World Governance Indicator of government effectiveness in the period of 2017-2019 0.410 0.418 0.537

Political stability Mean value of the World Governance Indicator of political stability in the period of 2017-2019 0.507 0.303 0.514

Regulatory quality Mean value of the World Governance Indicator of regulatory quality in the period of 2017-2019 0.725 0.344 0.735

Voice and accountability Mean value of the World Governance Indicator of voice and accountability in the period of 2017-2019 0.598 0.278 0.719

Control of corruption Mean value of the World Governance Indicator of control of corruption in the period of 2017-2019 0.207 0.429 0.172

IQ comprehensive score First principal component score of the six IQ variables above b 0.000 2.219 0.893

Firm-level control variables c

Joint-stock company Dummy variable for open joint-stock companies 0.169 0.374 0

Limited liability company Dummy variable for limited liability companies 0.741 0.438 1

Partnership Dummy variable for partnerships 0.036 0.187 0

Cooperative Dummy variable for cooperatives 0.020 0.141 0

Ownership concentration Average ownership share per shareholder/member 0.423 0.200 0.333

Foreign ownership Dummy variable for ultimate ownership of foreign investors 0.225 0.417 0

State ownership Dummy variable for ultimate ownership of the state 0.054 0.226 0

Board independence Proportion of outside/independent directors 18.008 35.162 0.000

Board gender diversity Proportion of female directors 20.597 31.378 0.000

Gross margin Gross margin (%) d e 0.376 2.536 0.640

Solvency ratio Solvency ratio (%) d f 0.725 4.849 2.324

Labor productivity Turnover per employee (log-transformed) d 129.947 222.689 134.074

Listed companies Dummy variable for listed companies 0.024 0.152 0

Firm size Total number of employees (log-transformed) 4.860 0.862 4.605

Firm age Years in operation 21.828 15.579 20

Notes:
a Appendix Table A3 reports variable values by state.
b Estimation results from principal component analysis are reported in Appendix Table A4.
c Observation period of the variables of gross margin, solvency ratio and labor productivity was 2017–2019, while that of other variables was 2019. Appendix Table A5 shows correlation matrix of firm-level control variables.
d Industry-adjusted value based on the method proposed by Eisenberg et al. (1998)
e Computed using the following formula: (gross profit/operating revenue) × 100
f Computed using the following formula: (shareholder funds/total assets) × 100
g  Based on firm-level observations

Variable name Definition

Source: Country-level data from population density to control of corruption was obtained from the website of the World Bank (https://data.world.org/source/world-development-indicators; https://data.world.org/source/worldwide-governance-indicators). Firm-level raw data was extracted 
from the Orbis database.

Descriptive statistics g

Appendix Table A2. Definitions and descriptive statistics of variables used in the empirical analysis



Population 
density

Economic 
growth

National 
income

Service 
industry

International 
tourism

Health 
expenditure

SE 
comprehensive 

score I

SE 
comprehensive 

score II
Rule of law Government 

effectiveness
Political 
stability

Regulatory 
quality

Voice and 
accountability

Control of 
corruption

IQ 
comprehensive 

score

Albania 104.550 3.295 8.177 45.940 2.031 6.703 -3.070 -0.402 -0.418 0.039 0.284 0.250 0.178 -0.531 -2.229

Bosnia and Herzegovina 66.154 3.320 8.436 54.251 0.313 8.837 -2.196 1.568 -0.218 -0.632 -0.392 -0.109 -0.236 -0.603 -4.085

Bulgaria 64.716 3.028 8.815 60.188 1.733 7.303 -0.901 1.228 -0.089 0.128 0.442 0.598 0.383 -0.189 -0.995

Croatia 71.353 3.095 9.388 59.452 14.771 6.737 1.540 2.872 0.320 0.502 0.720 0.447 0.460 0.053 0.143

Czechia 137.706 3.857 9.574 56.828 3.391 7.485 1.244 0.730 1.042 0.967 0.986 1.242 0.846 0.537 2.755

Estonia 30.926 4.354 9.686 61.700 4.609 6.702 0.862 0.875 1.232 1.121 0.618 1.586 1.195 1.399 3.886

Hungary 107.147 4.833 9.346 56.063 5.933 6.533 0.942 -0.012 0.530 0.458 0.765 0.598 0.456 0.059 0.441

Latvia 30.979 2.795 9.428 63.262 4.124 6.257 0.119 1.374 0.934 0.977 0.425 1.154 0.815 0.426 1.844

Lithuania 44.835 4.736 9.549 60.853 2.120 6.667 0.539 0.113 0.957 0.990 0.755 1.129 0.961 0.550 2.440

Moldova 94.307 3.935 8.054 53.907 0.059 6.780 -2.419 -0.503 -0.450 -0.508 -0.368 -0.044 -0.083 -0.748 -4.106

Montenegro 46.261 4.619 8.831 59.341 3.463 8.217 -0.480 1.358 -0.039 0.123 0.011 0.370 0.070 -0.043 -1.706

North Macedonia 74.861 2.624 8.462 54.619 0.370 6.657 -2.338 0.337 -0.309 -0.029 -0.154 0.467 -0.061 -0.393 -2.571

Poland 124.027 5.326 9.402 56.441 2.267 6.450 0.990 -0.980 0.390 0.537 0.514 0.898 0.719 0.644 1.040

Romania 84.658 6.080 9.072 57.527 0.607 5.473 0.070 -2.161 0.407 -0.159 0.209 0.428 0.549 -0.202 -1.177

Serbia 79.841 3.921 8.522 52.498 0.241 8.473 -1.962 0.809 -0.165 0.044 0.004 0.050 0.019 -0.428 -2.514

Slovak Republic 113.284 3.071 9.560 59.132 2.814 6.783 1.178 1.037 0.495 0.599 0.769 0.869 0.873 0.172 2.662

Slovenia 103.105 4.353 9.832 56.535 2.106 8.320 0.839 0.792 1.034 1.084 0.854 0.735 0.985 0.834 1.130
Source: See Appendix Table A2 for definition of the variables. Appendix Table A4 reports estimation results from principal component analysis performed to produce SE comprehensive scores I and II and IQ comprehensive score.

Country-level socio-economic variables Country-level institutional quality variables

State

Appendix Tabel A3. Values of country-level variables by state



(a) Country-level socio-economic variables

Component 
no. Eigenvalue Difference

Cumulative 
percentage of 
total variance

Variables
Eigenvector 
of the first 
component

Eigenvector 
of the second 
component

1 1.9809 0.279 0.330 Population density 0.4972 -0.0456

2 1.7017 0.293 0.614 Economic growth 0.6230 0.0874

3 1.4088 0.811 0.849 National income 0.1853 0.5796

4 0.5980 0.348 0.948 Service industry -0.3862 0.5292

5 0.2500 0.189 0.990 International tourism -0.2155 0.4334

6 0.0607 . 1.000 Health expenditure -0.3672 -0.4319

(b) Country-level institutional quality variables

Component 
no. Eigenvalue Difference

Cumulative 
percentage of 
total variance

Variables
Eigenvector 
of the first 
component

1 4.9237 4.502 0.821 Rule of law 0.3969

2 0.4217 0.093 0.891 Government effectiveness 0.4226

3 0.3288 0.168 0.946 Political stability 0.3812

4 0.1606 0.048 0.973 Regulatory quality 0.4250

5 0.1126 0.060 0.991 Voice and accountability 0.4179

6 0.0527 . 1.000 Control of corruption 0.4041
Source: Author's estimation. For definitions and descriptive statistics of the variables, see Appendix Table A2.

Eigenvalue of the correlation matrix Eigenvectors of the principal component

Eigenvalue of the correlation matrix

Appendix Table A4. Estimation results of principal component analysis

Eigenvectors of the principal component



Joint-stock 
company

Limited 
liability 

company
Partnership Cooperative

Ownership 
concentratio

n

Foreign 
ownership

State 
ownership

Board 
independenc

e

Board 
gender 

diversity

Gross 
margin

Solvency 
ratio

Labor 
productivity

Listed 
companies Firm size Firm age

Joint-stock company 1.000

Limited liability company -0.563 1.000

Partnership -0.088 -0.329 1.000

Cooperative -0.065 -0.243 -0.028 1.000

Ownership concentration -0.004 -0.171 -0.127 0.339 1.000

Foreign ownership -0.024 0.111 -0.083 -0.077 -0.054 1.000

State ownership 0.034 -0.176 -0.045 -0.032 0.184 -0.100 1.000

Board independence 0.474 -0.392 -0.087 0.062 0.087 -0.014 0.010 1.000

Board gender diversity 0.002 -0.056 0.003 0.067 0.046 -0.051 0.056 0.001 1.000

Gross margin -0.064 0.055 0.088 -0.063 -0.072 -0.016 -0.074 -0.057 0.005 1.000

Solvency ratio 0.041 -0.072 0.031 0.065 0.009 -0.042 0.045 -0.010 0.012 0.382 1.000

Labor productivity -0.022 0.006 0.086 0.012 0.018 0.132 -0.053 0.001 -0.060 0.061 0.014 1.000

Listed companies 0.332 -0.261 -0.030 -0.022 -0.178 -0.026 -0.003 0.207 -0.001 -0.029 0.033 -0.164 1.000

Firm size 0.191 -0.154 -0.023 -0.037 -0.052 0.210 0.079 0.093 -0.019 -0.026 -0.031 -0.122 0.154 1.000

Firm age 0.242 -0.287 -0.039 0.230 0.046 -0.065 0.088 0.117 0.012 -0.039 0.153 -0.027 0.268 0.154 1.000
Source : Authors' estimation. For definitions and descriptive statistics of the variables, see Appendix Table A2.

Appendix Table A5. Correlation matrix of firm-level control variables



Mean/      
proportion Median

Central European EU member states 0.5085 1 0.4957 0 0.0066

East European EU member states 0.3977 0 0.4558
†††

0 *** -0.0306 ***

EU 2004 membership 0.6019 1 0.6062 1 -0.0022

EU 2007/2013 membership 0.3043 0 0.3454
†††

0 *** -0.0230 ***

Central European states 0.5085 1 0.4957 0 0.0066  

Baltic states 0.0935 0 0.1105
†††

0 *** -0.0150 ***

War zone neighborhoods 0.6160 1 0.7052
†††

1 *** -0.0475 ***

Population density 95.2283 103.1050 95.0014 84.6580 0.0020

Economic growth 4.4975 4.7360 4.6995 *** 4.8330 *** -0.0470 ***

National income 9.2410 9.4019 9.2846 *** 9.3876 *** -0.0329 ***

Service industry 57.4950 56.8280 57.6583 *** 57.5270 *** -0.0184 ***

International tourism 2.8286 2.2672 2.9625 *** 2.2672 *** -0.0121 ***

Health expenditure 6.7366 6.5330 6.5087 *** 6.4500 *** 0.0713 ***

SE comprehensive score I -0.0139 0.2506 0.1832 *** 0.5270 *** -0.0362 ***

SE comprehensive score II -0.0188 0.0972 0.2484 *** 0.1673 *** -0.0529 ***

Rule of law 0.4329 0.4070 0.4964 *** 0.4070 *** -0.0436 ***

Government effectiveness 0.4102 0.5370 0.4099 0.5020 0.0002

Political stability 0.5068 0.5140 0.5179 ** 0.5140 -0.0095 **

Regulatory quality 0.7246 0.7350 0.7340 * 0.5980 ** -0.0071 *

Voice and accountability 0.5959 0.7190 0.6320 *** 0.5490 *** -0.0336 ***

Control of corruption 0.2070 0.1720 0.2087 0.0590 ** -0.0010

IQ comprehensive score -0.0102 0.8928 0.1380 *** -0.0403 -0.0173 ***

Joint-stock company 0.1700 0 0.1498
†††

0 *** 0.0139 ***

Limited liability company 0.7392 1 0.7723
†††

1 *** -0.0196 ***

Partnership 0.0371 0 0.0280
†††

0 *** 0.0126 ***

Cooperative 0.0207 0 0.0135
†††

0 *** 0.0132 ***

Ownership concentration 0.4214 0.3333 0.4391 *** 0.5000 *** -0.0228 ***

Foreign ownership 0.2233 0 0.2410
†††

0 *** -0.0110 ***

State ownership 0.0549 0 0.0440
†††

0 *** 0.0124 ***

Board independence 18.0493 0.0000 17.3763 0.0000 * 0.0049

Board gender diversity 20.5845 0.0000 20.7599 0.0000 *** -0.0014

Gross margin 0.4544 0.7550 -0.6376 *** -1.2042 *** 0.1112 ***

Solvency ratio 0.9073 2.5515 -1.6186 *** -3.1765 *** 0.1346 ***

Labor productivity 132.4079 137.0852 98.4608 *** 96.8130 *** 0.0394 ***

Listed companies 0.0251 0 0.0047
†††

0 *** 0.0348 ***

Firm size 4.8670 4.6151 4.7604 *** 4.5326 *** 0.0320 ***

Firm age 22.1241 21 17.9925 *** 15 *** 0.0685 ***

Notes:

Source: Estimated by the authors based on data derived from Orbis database; See Appendix Table A2 for definition of the variables used.

a ***, **,  and * denote statistical significance at the 1%, 5%, and 10% levels, respectively, according to the t  test (or Welch's test if the F  test on 
the equality of variances rejects the null hypothesis that population variances are equal) in terms of the differences in the means. ††† denotes 
statistical significance at the 1% level, according to the Chi-square (χ2 ) test in terms of the differences in the proportion between the two types of 
fib ***, **,  and * denote statistical significance at the 1%, 5%, and 10% levels, respectively, according to the Wilcoxon rank sum test in terms of 
the differences between the two types of firms. 
c ***, **,  and * denote statistical significance at the 1%, 5%, and 10% levels, respectively, in terms of the correlation coefficient with the binary 
dummy variable that assigns a value of 1 to surviving firms during the observation period of 2020-2023.

Appendix Table A6. Univariate comparison between surviving and failed firms

Variable name

Surviving firms Failed firms Correlation 
coefficients with 

survival 
probability c

Mean/     
proportion a Median b



Model

Estimator

Country-level socio-economic variables

SE comprehensive score I 1.12620 *** -0.07890 *** -0.07834 *** 0.12016 ***

(6.58) (-6.53) (-6.57) (6.70)

SE comprehensive score II 1.23351 *** -0.13850 *** -0.13833 *** 0.20882 ***

(10.73) (-10.63) (-10.64) (10.73)

Country-level institutional quality variable

Comprehensive IQ index 1.05139 *** -0.03392 *** -0.03306 *** 0.04982 ***

(5.94) (-5.97) (-5.92) (5.93)

Region variable

War zone neighborhoods 1.08356 * 1.51965 *** -0.05791 * -0.28244 *** -0.05290 ** -0.27609 *** 0.07664 ** 0.41602 ***

(1.94) (11.71) (-1.72) (-11.72) (-2.53) (-11.63) (2.05) (11.68)

Firm-level control variables

Joint-stock company 0.70302 *** 0.80740 ** 0.24851 *** 0.15369 ** 0.23226 *** 0.14114 ** -0.35200 *** -0.21272 **

(-3.21) (-2.00) (3.29) (2.10) (3.21) (2.00) (-3.21) (-1.99)

Limited liability company 0.59906 *** 0.66295 *** 0.35980 *** 0.28954 *** 0.33773 *** 0.27119 *** -0.50895 *** -0.40779 ***

(-4.90) (-3.99) (4.99) (4.09) (4.89) (3.99) (-4.88) (-3.97)

Partnership 0.56560 *** 0.61532 *** 0.39441 *** 0.33597 *** 0.37561 *** 0.32038 *** -0.56504 *** -0.47985 ***

(-3.96) (-3.40) (4.05) (3.48) (3.96) (3.40) (-3.94) (-3.37)

Cooperative 0.47756 *** 0.55708 *** 0.51594 *** 0.41184 *** 0.48714 *** 0.38598 *** -0.74049 *** -0.58536 ***

(-4.21) (-3.38) (4.39) (3.55) (4.21) (3.38) (-4.23) (-3.39)

Ownership concentration 1.52984 *** 1.50161 *** -0.29121 *** -0.27810 *** -0.28024 *** -0.26821 *** 0.42930 *** 0.41111 ***

(5.06) (4.84) (-5.12) (-4.89) (-5.05) (-4.83) (5.13) (4.92)

Foreign ownership 1.14368 *** 1.16028 *** -0.09793 *** -0.10708 *** -0.08849 *** -0.09808 *** 0.13841 *** 0.15231 ***

(3.30) (3.66) (-3.53) (-3.87) (-3.29) (-3.65) (3.42) (3.77)

State ownership 1.02356 1.00527 -0.00135 0.00964 -0.01535 -0.00347 0.02847 0.00906
(0.26) (0.06) (-0.02) (0.16) (-0.26) (-0.06) (0.32) (0.10)

Board independence 1.00056 1.00024 -0.00036 -0.00015 -0.00037 -0.00016 0.00056 0.00022
(0.90) (0.45) (-0.86) (-0.41) (-0.90) (-0.45) (0.92) (0.41)

Board gender diversity 0.99953 0.99957 0.00033 0.00031 0.00031 0.00028 -0.00047 -0.00043
(-0.93) (-0.85) (0.96) (0.92) (0.93) (0.85) (-0.93) (-0.86)

Gross margin 0.90770 *** 0.90846 *** 0.06697 *** 0.06646 *** 0.06383 *** 0.06334 *** -0.09588 *** -0.09505 ***

(-13.43) (-13.33) (13.41) (13.30) (13.26) (13.16) (-13.41) (-13.30)

Solvency ratio 0.92791 *** 0.92560 *** 0.05053 *** 0.05222 *** 0.04931 *** 0.05100 *** -0.07415 *** -0.07664 ***

(-19.17) (-19.78) (19.01) (19.56) (18.69) (19.25) (-19.15) (-19.76)

Labor productivity 0.99914 *** 0.99918 *** 0.00058 *** 0.00055 *** 0.00057 *** 0.00054 *** -0.00085 *** -0.00081 ***

(-10.18) (-9.60) (10.14) (9.57) (10.12) (9.55) (-10.17) (-9.58)

Listed companies 0.27330 *** 0.25784 *** 0.85141 *** 0.88956 *** 0.85502 *** 0.89423 *** -1.29081 *** -1.34883 ***

(-5.60) (-5.88) (5.65) (5.94) (5.60) (5.87) (-5.58) (-5.87)

Firm size 0.81068 *** 0.81286 *** 0.14242 *** 0.14106 *** 0.13834 *** 0.13669 *** -0.21117 *** -0.20815 ***

(-9.82) (-9.72) (9.85) (9.78) (9.79) (9.69) (-9.94) (-9.83)

Firm age 0.98820 *** 0.98761 *** 0.00792 *** 0.00832 *** 0.00782 *** 0.00822 *** -0.01169 *** -0.01228 ***

(-5.22) (-5.48) (5.21) (5.45) (5.22) (5.48) (-5.18) (-5.44)

Country fixed efects No No No No No No No No

NACE division-level industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

N 59722 59722 59722 59722 59722 59722 59722 59722
Log pseudolikelihood -16670.54 -16730.07 -16646.08   -16704.66    -16670.54 -16730.07 -14028.95 -14088.25

Wald test (χ 2 ) 14847.06 *** 13250.77 *** 5611.90 *** 5601.93 *** 5302.42 *** 5076.42 *** 2833.71 *** 2778.24 ***

Source: Authors' estimation

Weibull survival model Log-logistic survival model Weibull accelerated failure time 
model Complementary log-log model

Note: This table presents the estimation results from the alternative models. Appendix Table A2 provides detailed definitions and descriptive statistics of the independent variables. The reported coefficients are hazard 
ratios (for Models [1] and [2]) or regression coefficients (for all the other models). Since the complementary log-log models [7] and [8] test the effect of covariates on the probability of firm exit, the signs of their 
coefficients are opposite to those of the other three models. The z - or t -values, calculated using robust standard errors, are provided in parentheses. The Wald test presents the results of testing the null hypothesis that all 
coefficients are zero. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively. 

Appendix Table A7. Robustness check: Estimation using alternative models

[1] [2] [3] [4] [5] [6] [7] [8]



Model

Target firm

Country-level socio-economic variables

SE comprehensive score I 1.13780 *** 1.11584 *** 1.08998 *** 1.15525 ***

(5.00) (4.46) (2.92) (6.34)

SE comprehensive score II 1.19749 *** 1.26480 *** 1.23263 *** 1.23508 ***

(6.93) (8.42) (6.96) (8.59)

Country-level institutional quality variable

Comprehensive IQ index 1.04818 *** 1.05488 *** 1.06808 *** 1.04820 ***

(3.95) (4.67) (4.93) (4.40)

Region variable

War zone neighborhoods 1.44079 * 1.46412 *** 1.40125 ** 1.53560 *** 1.25792 ** 1.35887 *** 1.03813 ** 1.55001 ***

(1.79) (7.49) (2.37) (8.92) (2.27) (5.09) (2.32) (10.00)

Firm-level control variables

Joint-stock company 0.67796 *** 0.76081 * 0.72639 ** 0.85711 0.70200 ** 0.76889 * 0.63106 *** 0.74956 *

(-2.69) (-1.91) (-1.96) (-0.98) (-2.15) (-1.68) (-2.88) (-1.83)

Limited liability company 0.60171 *** 0.64483 *** 0.60730 *** 0.69848 ** 0.51759 *** 0.56062 *** 0.65355 *** 0.72224 **

(-3.61) (-3.14) (-3.27) (-2.42) (-4.09) (-3.72) (-2.82) (-2.18)

Partnership 0.53106 *** 0.56920 *** 0.60837 ** 0.67725 ** 0.50761 *** 0.53209 *** 0.58539 *** 0.63950 **

(-3.09) (-2.76) (-2.49) (-1.98) (-2.91) (-2.77) (-2.80) (-2.34)

Cooperative 0.37183 *** 0.43310 *** 0.59997 ** 0.70869 0.43076 *** 0.46266 *** 0.29850 *** 0.36649 ***

(-3.60) (-3.07) (-2.23) (-1.53) (-3.64) (-3.42) (-3.15) (-2.63)

Ownership concentration 1.36663 *** 1.34232 ** 1.71825 *** 1.67555 *** 1.44463 *** 1.41674 *** 1.52083 *** 1.45348 ***

(2.59) (2.43) (4.77) (4.56) (2.80) (2.70) (3.73) (3.30)

Foreign ownership 1.06062 1.07167 1.24658 *** 1.27272 *** 1.16392 ** 1.16235 ** 1.13682 *** 1.16308 ***

(1.08) (1.27) (3.83) (4.20) (2.13) (2.12) (2.66) (3.12)

State ownership 0.96182 0.92954 1.09590 1.10322 1.36057 *** 1.32783 ** 0.69854 *** 0.68881 ***

(-0.34) (-0.64) (0.68) (0.73) (2.75) (2.55) (-2.60) (-2.69)

Board independence 1.00096 1.00036 1.00002 0.99999 0.99920 0.99911 1.00219 *** 1.00147 **

(1.12) (0.48) (0.03) (-0.01) (-0.80) (-1.04) (2.82) (2.28)

Board gender diversity 0.99916 0.99918 0.99992 0.99995 0.99827 * 0.99844 * 0.99998 1.00000
(-1.13) (-1.11) (-0.12) (-0.08) (-1.88) (-1.70) (-0.04) (0.00)

Gross margin 0.89223 *** 0.89179 *** 0.92312 *** 0.92488 *** 0.86800 *** 0.86897 *** 0.92571 *** 0.92631 ***

(-10.69) (-10.75) (-8.48) (-8.28) (-11.72) (-11.67) (-9.05) (-8.97)

Solvency ratio 0.93376 *** 0.93129 *** 0.92789 *** 0.92556 *** 0.92697 *** 0.92468 *** 0.94477 *** 0.94200 ***

(-12.10) (-12.53) (-14.61) (-15.12) (-12.49) (-12.92) (-11.91) (-12.47)

Labor productivity 0.99917 *** 0.99922 *** 0.99915 *** 0.99917 *** 0.99948 *** 0.99945 *** 0.99908 *** 0.99915 ***

(-6.89) (-6.44) (-7.39) (-7.14) (-4.02) (-4.12) (-8.43) (-7.82)

Listed companies 0.25614 *** 0.25108 *** 0.24993 *** 0.21760 *** 0.25717 *** 0.25113 *** 0.05635 *** 0.05326 ***

(-5.24) (-5.34) (-2.71) (-3.00) (-5.34) (-5.52) (-2.88) (-2.94)

Firm size 0.79286 *** 0.79599 *** 0.75415 ** 0.78558 ** 0.81350 *** 0.81471 *** 0.82643 *** 0.82972 ***

(-7.18) (-7.06) (-2.56) (-2.22) (-6.13) (-6.12) (-7.06) (-6.93)

Firm age 0.99278 ** 0.99199 *** 0.98145 *** 0.98120 *** 1.00193 1.00148 0.95527 *** 0.95502 ***

(-2.55) (-2.79) (-6.42) (-6.55) (1.05) (0.79) (-11.57) (-11.58)

Country fixed efects No No No No No No No No

NACE division-level industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

N 30743 30743 28979 28979 29559 29559 30163 30163
Log pseudolikelihood -20463.18 -20487.02 -22202.43 -22237.94 -15033.58   -15050.02   -27690.54 -27733.33

Wald test (χ 2 ) 87934.76 *** 70214.14 38610.95 *** 34315.81 *** 105382.16 *** 88155.14 *** 65430.53 *** 64408.01 ***

Source: Authors' estimation

Appendix Table A8. Robustness check: Estimation of the Cox proportional hazards model by firm size and age

Notes: This table contains results from the survival analysis using the Cox proportional hazards model. Appendix Table A2 provides detailed definitions and descriptive statistics of the independent variables. Regression coefficients 
are hazard ratios. Standard errors are computed using the Huber-White sandwich estimator. z statistics are reported in parentheses beneath the regression coefficients. The Wald test examines the null hypothesis that all 
coefficients are zero. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.

[1] [2] [3] [4] [5] [6]

Larger firms Smaller firms Older firms

[7] [8]

Younger firms



Model

Target industry                                                                              
(NACE Rev2 section classification)

Country-level socio-economic variables

SE comprehensive score I 1.11516 1.20608 *** 0.99117 1.11554 *** 0.8488
(0.60) (6.07) (-0.16) (4.61) -1.2600

SE comprehensive score II 1.15507 1.27158 *** 1.19551 *** 1.20491 *** 0.8907
(1.06) (7.75) (2.59) (6.99) -1.2100

Country-level institutional quality variable

Comprehensive IQ index 0.97775 1.06588 *** 1.06692 ** 1.04239 *** 0.9583
(-0.32) (4.69) (2.28) (3.67) -0.7100

Region variable

War zone neighborhoods 0.71346 1.09059 1.45269 ** 1.59516 *** 1.66405 *** 1.78003 *** 1.36822 ** 1.40292 *** 1.6303 1.2225
(-0.66) (0.30) (2.24) (8.22) (2.76) (4.58) (2.43) (7.03) 1.3600 0.7200

Firm-level control variables

Joint-stock company 0.85764 0.94753 0.51778 *** 0.65948 * 1.10026 1.15842 0.68517 *** 0.76590 ** 0.8833 0.9496
(-0.20) (-0.07) (-2.90) (-1.87) (0.21) (0.32) (-2.80) (-2.04) -0.3000 -0.1300

Limited liability company 0.54766 0.62231 0.41910 *** 0.49494 *** 1.02903 1.13900 0.62422 *** 0.67248 *** 0.4999 0.5641
(-0.74) (-0.60) (-3.88) (-3.19) (0.06) (0.29) (-3.84) (-3.28) -1.5800 -1.2900

Partnership 3.80851 4.48685 0.33061 *** 0.39418 *** 1.28832 1.25911 0.61726 *** 0.65693 ** 1.8643 2.0148
(1.40) (1.59) (-4.06) (-3.42) (0.48) (0.43) (-2.61) (-2.29) 0.5200 0.5900

Cooperative 0.67043 0.80114 0.50300 ** 0.65237 0.00115 *** 0.02230 *** 0.35251 *** 0.39596 *** 0.1030 *** 0.2230 ***

(-0.43) (-0.25) (-2.40) (-1.51) (-4.57) (-4.76) (-4.01) (-3.60) -39.7500 -36.3700

Ownership concentration 1.70002 1.85861 1.49901 *** 1.49246 *** 1.97663 ** 1.79764 ** 1.61462 *** 1.59038 *** 2.0292 2.0529
(0.79) (1.06) (3.07) (3.04) (2.36) (2.02) (4.17) (4.02) 0.8200 0.8200

Foreign ownership 1.26707 1.23479 1.01755 1.04594 1.06917 1.04697 1.24340 *** 1.26124 *** 2.0406 ** 2.0510 ***

(0.53) (0.48) (0.28) (0.72) (0.36) (0.25) (4.04) (4.31) 2.5000 2.5800

State ownership 0.99379 1.03446 0.87357 0.86351 0.97872 0.97889 1.09195 1.07028 1.6121 1.7028
(-0.01) (0.03) (-0.71) (-0.78) (-0.06) (-0.06) (0.86) (0.66) 0.9600 1.0900

Board independence 0.98544 ** 0.98725 ** 1.00049 0.99935 0.99791 0.99949 1.00186 ** 1.00144 ** 0.9984 1.0006
(-2.38) (-2.20) (0.50) (-0.75) (-1.03) (-0.29) (2.22) (2.09) -0.3900 0.1700

Board gender diversity 1.00656 1.00583 0.99965 0.99964 1.00168 1.00188 0.99897 0.99900 0.9999 0.9999
(1.54) (1.40) (-0.41) (-0.44) (0.99) (1.11) (-1.58) (-1.54) -0.0200 -0.0100

Gross margin 0.80401 *** 0.80559 *** 0.87530 *** 0.87552 *** 0.92506 *** 0.92489 *** 0.93814 *** 0.93955 *** 0.9401 * 0.9418 *

(-3.55) (-3.63) (-11.90) (-11.96) (-3.62) (-3.62) (-6.34) (-6.18) -1.7800 -1.7700

Solvency ratio 0.87701 *** 0.87893 *** 0.92080 *** 0.91813 *** 0.91595 *** 0.91401 *** 0.94089 *** 0.93879 *** 0.9496 ** 0.9509 *

(-3.09) (-2.97) (-13.56) (-14.02) (-6.60) (-6.66) (-11.53) (-11.94) -2.0200 -1.9500

Labor productivity 1.00045 1.00071 0.99933 *** 0.99933 *** 0.99917 *** 0.99916 *** 0.99908 *** 0.99913 *** 0.9996 0.9996
(0.60) (0.97) (-4.65) (-4.53) (-2.91) (-2.96) (-8.25) (-7.74) -0.5100 -0.5400

Listed companies 0.00339 *** 0.00751 *** 0.36981 *** 0.35906 *** 0.22758 0.19333 0.15775 *** 0.15324 *** 0.4746 0.4691
(-6.55) (-7.01) (-3.46) (-3.62) (-1.44) (-1.59) (-4.11) (-4.18) -1.4700 -1.5100

Firm size 1.17284 1.15762 0.81182 *** 0.81564 *** 1.01589 1.00695 0.79802 *** 0.80150 *** 0.9053 0.9038
(1.00) (0.94) (-5.85) (-5.74) (0.19) (0.08) (-8.12) (-7.99) -0.7200 -0.7400

Firm age 0.99756 0.99703 0.99439 ** 0.99360 ** 0.97782 *** 0.97734 *** 0.98280 *** 0.98218 *** 0.9989 0.9990
(-0.16) (-0.20) (-2.19) (-2.48) (-3.68) (-3.78) (-4.47) (-4.62) -0.1400 -0.1300

Country fixed efects No No No No No No No No No No

NACE division-level industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 1632 1632 24275 24275 4648 4648 29167 29167 646 646
Log pseudolikelihood -385.5 -386.2 -15693.7   -15726.7 -3229.9  -3232.7 -22059.2 -22084.8 -398.0 -398.8

Wald test (χ 2 ) 26914.8 *** 36222.4 *** 1341.4 *** 1295.3 *** 3352.0 ** 4117.9 *** 82070.0 *** 55110.1 *** 6038.5 *** 5035.9 ***

Source: Authors' estimation

[8]

Appendix Table A9. Robustness check: Estimation of the Cox proportional hazards model by industry

Notes: This table contains results from the survival analysis using the Cox proportional hazards model. Appendix Table A2 provides detailed definitions and descriptive statistics of the independent variables. Regression coefficients are hazard ratios. Standard 
errors are computed using the Huber-White sandwich estimator. z  statistics are reported in parentheses beneath the regression coefficients. The Wald test examines the null hypothesis that all coefficients are zero. ***, **, and * denote statistical significance at the 
1%, 5%, and 10% levels, respectively.

[9] [10]

Finance, banks and insurance                                                         
(Section K)

Agriculture, forestry, and fishing                                                            
(Section A)

Mining and manufacturing                                                              
(Sections B–E)

Construction                                                       
(Section F)

Services                                                         
(Sections G–S)

[1] [2] [3] [4] [5] [6] [7]



Model

Target country

Country-level socio-economic variables

SE comprehensive score I 0.99320 1.14525 *** 1.90394 ***

(-0.11) (4.72) (3.91)

SE comprehensive score II 1.09949 1.40578 *** 1.40101 ***

(0.90) (9.56) (2.70)

Country-level institutional quality variable

Comprehensive IQ index 0.96707 0.99692 1.78839 ***

(-1.17) (-0.20) (4.69)

Region variable

War zone neighborhoods 1.01471 1.04689 1.29861 *** 2.02235 *** 1.52421 ** 2.17944 ***

(0.19) (0.80) (2.86) (11.95) (2.46) (3.41)

Firm-level control variables

Joint-stock company 0.66547 ** 0.66304 ** 0.69636 ** 0.67191 ** 0.72116 0.80046
(-2.04) (-2.06) (-2.15) (-2.46) (-0.79) (-0.55)

Limited liability company 0.56364 *** 0.56308 *** 0.51355 *** 0.54130 *** 0.53882 * 0.53177 *

(-3.00) (-3.00) (-4.23) (-4.09) (-1.89) (-1.91)

Partnership 0.58386 ** 0.57986 ** 1.00199 1.04079 0.01790 *** 0.02085 ***

(-2.48) (-2.52) (0.00) (0.08) (-6.87) (-8.92)

Cooperative 0.47260 *** 0.47111 *** 0.34151 *** 0.34629 *** 0.01640 *** 0.02366 ***

(-2.98) (-3.00) (-2.83) (-2.86) (-5.66) (-6.63)

Ownership concentration 1.65369 *** 1.64743 *** 1.51484 *** 1.55038 *** 1.21487 1.29446
(4.29) (4.29) (2.69) (2.85) (0.44) (0.58)

Foreign ownership 1.07500 1.07482 1.13038 ** 1.13029 ** 0.96750 0.95972
(1.27) (1.27) (2.03) (2.02) (-0.16) (-0.20)

State ownership 1.17676 1.17675 0.84000 0.89814 0.46674 * 0.45915 *

(1.28) (1.28) (-1.28) (-0.80) (-1.85) (-1.88)

Board independence 0.99823 * 0.99828 0.99978 1.00177 ** 0.99859 0.99769
(-1.65) (-1.63) (-0.23) (2.24) (-0.42) (-0.70)

Board gender diversity 0.99943 0.99944 0.99961 0.99972 0.99877 0.99866
(-0.74) (-0.74) (-0.57) (-0.41) (-0.61) (-0.66)

Gross margin 0.90908 *** 0.90913 *** 0.91671 *** 0.91430 *** 0.85858 *** 0.85976 ***

(-8.57) (-8.56) (-8.95) (-9.22) (-5.27) (-5.25)

Solvency ratio 0.93579 *** 0.93572 *** 0.92855 *** 0.92819 *** 0.90447 *** 0.90562 ***

(-11.91) (-11.92) (-12.85) (-12.94) (-6.02) (-5.97)

Labor productivity 0.99931 *** 0.99932 *** 0.99891 *** 0.99909 *** 0.99861 ** 0.99856 ***

(-6.50) (-6.38) (-6.45) (-5.51) (-2.55) (-2.89)

Listed companies 0.20976 *** 0.20936 *** 0.29472 *** 0.32720 *** 0.33512 ** 0.30880 **

(-3.76) (-3.77) (-2.96) (-2.71) (-2.14) (-2.36)

Firm size 0.82741 *** 0.82690 *** 0.82198 *** 0.83268 *** 0.76043 *** 0.76834 ***

(-6.39) (-6.42) (-6.20) (-5.78) (-2.93) (-2.84)

Firm age 0.99189 *** 0.99192 *** 0.97845 *** 0.97990 *** 0.99651 0.99688
(-3.13) (-3.13) (-4.64) (-4.41) (-0.41) (-0.38)

Country fixed efects No No No No No No

NACE division-level industry fixed effects Yes Yes Yes Yes Yes Yes

N 30314 30314 23995 23995 5413 5413
Log pseudolikelihood -21325.44 -21325.41 -18915.77 -18960.47 -1622.35 -1617.45

Wald test (χ 2 ) 52360.38 *** 63215.02 *** 105759.03 *** 110020.51 *** 146045.95 *** 203659.66 ***

Source: Authors' estimation

Appendix Table A10. Robustness check: Estimation of the Cox proportional hazards model by country group

[4] [5] [6]

East European EU member states Non-EU East European states

Notes: This table contains results from the survival analysis using the Cox proportional hazards model. Appendix Table A2 provides detailed definitions and descriptive statistics of the 
independent variables. Regression coefficients are hazard ratios. Standard errors are computed using the Huber-White sandwich estimator. z  statistics are reported in parentheses 
beneath the regression coefficients. The Wald test examines the null hypothesis that all coefficients are zero. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, 

ti l

[1] [2] [3]

Central European EU member states
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